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A B S T R A C T   

Triboelectric nanogenerators (TENGs) provide a new approach to converting mechanical energy into electric 
power. Although many researchers have made progress in the improvement of the electric output of TENG, the 
service life of the electronic components in TENG is generally shorter than that of the stator or rotor windings in 
conventional generators. Considering that the fault of electronic components in TENG results in a decline in the 
electric output, which may subsequently increase the usage cost and even endanger the users of the TENG-based 
self-power devices. Thus, it is necessary to provide parametric schemes for the high-reliable iterative optimi-
zation design of TENG by identifying the fault-susceptible components in TENG. This study proposes a novel deep 
learning framework based on an attention neural network (AttCNN) for the fault diagnosis of TENG. The pro-
posed method integrates the attention mechanism and convolutional network. Therein, the global correlation 
features in voltage signals extracted by the attention mechanism can effectively reflect the status variation of 
TENG among different moments, and the feature information extracted by the convolutional network guarantees 
the fault diagnosis efficiency of TENG. Thereby the proposed method fills in the gaps in the field of fault 
diagnosis for TENG. In the case study, the fault diagnosis performance of the proposed method for an experi-
mental TENG is analyzed. The results indicate that the predicted and real status of TENG are in good agreement, 
validating the effectiveness of the proposed method for the fault diagnosis of TENG. Moreover, the results reveal 
that the proposed method possesses a promising generalization performance, demonstrating the feasibility of the 
application of the proposed method for the real-time fault diagnosis of TENG. A comparative analysis illustrates 
that the performance of the proposed method is better than that of recently published data-driven methods in 
terms of fault diagnosis accuracy and efficiency. Hence, the results of the case study indicate that the proposed 
method has the characteristic of high efficiency, high accuracy, and well-generalization, thereby the application 
of the proposed method is conducive to the safe operation of TENG.   

1. Introduction 

Numerous power energy is required with the rapid development of 
the global economy (Qadir et al., 2021). Nowadays, coal, oil, and other 
non-renewable resources are severely consumed (Islam, Mekhilef, & 
Saidur, 2013), meanwhile, energy dissipation and unreasonable utili-
zation of energy are also common due to mechanical vibration or other 
unavoidable phenomena (Hidalgo-Leon et al., 2022; Qi et al., 2022; Zhu, 

Yang, et al., 2023). Therefore, the development of clean and efficient 
energy or improving energy utilization has become a hot issue (Wang, 
Jiang, et al., 2022; Wang, Gao, et al., 2022; Zhu, Wen, et al., 2023). 

Aiming to collect and utilize friction-loss energy, a triboelectric 
nanogenerator (TENG) was developed in 2012 (Fan, Tian, & Lin Wang, 
2012). As an emerging kind of generator, TENG can convert the me-
chanical energy in the environment into electric energy through the 
effect of triboelectrification and electrostatic induction (Zhu et al., 
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2022). Moreover, TENG has the characteristics of a simple structure, low 
cost, high integration, and many kinds of prepared materials (Xin et al., 
2022; Zhu et al., 2021). Hence, TENG has been widely applied in envi-
ronmental mechanical energy harvesting and self-powered sensors (Li 
et al., 2022; Xu, Li, et al., 2022; Zhao, Fan, et al., 2022; Zhu et al., 2020). 

The output performance of TENG is significantly affected by the 
electronic components (electrode, triboelectric layer, and interlayer 
embedding between the triboelectric layer and electrode). However, 
compared with the stator or rotor windings in conventional generators, 
the service life of the electronic components of TENG, especially tribo-
electric layers or interlayers, is limited (Cheng, Gao, & Wang, 2019). 
Moreover, the relative motion of the positive/negative triboelectric 
layers directly affects the electric output of TENG, while the process of 
the relative motion is susceptible to interference from the external 
environment (Cheng et al., 2019). Thus, although TENG provides a new 
approach for converting mechanical energy into electric power, the fault 
susceptibility of TENG may increase additional costs and even endanger 
the users of the TENG-based self-power devices. Thereby it is necessary 
to provide parametric schemes for the high-reliable iterative optimiza-
tion design of TENG by identifying the fault-susceptible components in 
TENG. As referred from Ref. (Lei et al., 2020), a timely fault diagnosis 
can effectively identify the fault location and suppress the further 
deterioration of the fault in generators. So, an efficient and accurate 
fault diagnosis for TENG is in demand. 

However, the existing studies mainly focused on the enhancement of 
the output performance or industrial application of TENG (Lone et al., 
2022). For instance, to enhance the electric output of TENG, Kim et al. 
(Kim et al., 2019) and Huang et al. (Huang et al., 2019) developed 
enhanced TENGs through the approaches of surface modification and 
microstructure, respectively, moreover, Feng et al. (Feng et al., 2017) 
and Xin et al. (Xin et al., 2022) embedded interlayers between the 
triboelectric layer and electrode, thereby reducing charge diffusion by 
store charges or block charges to (Chun et al., 2016). In terms of the 
industrial application of TENG, Xiang et al. (Xiang, Yang, Cao, & Wang, 
2022) and Yuan et al. (Yuan et al., 2022) respectively used a magnetic 
TENG and metamaterial-inspired TENG as a self-power motion moni-
toring sensor and power source for a vibration monitoring system. 

To the best of our knowledge, there is currently no literature for 
studying the fault diagnosis of TENG. Nevertheless, progress has been 
made in the field of the fault diagnosis of conventional generators. Yang 
et al. (Yang, Chai, Yin, & Tao, 2018) established a linear parameter 
varying model by incorporating the electromechanical dynamics into 
the current dynamics and realized the current sensor fault diagnosis for a 
permanent magnet synchronous generator (PMSG). Considering that 
detailed mechanism knowledge is required for the model-based fault 
diagnosis method (Liang, Zhang, Al-Durra, Muyeen, & Zhou, 2022; Lin, 
Xu, & Ye, 2021), and the collected signals also contain sufficient fault 
signatures, Xu et al. (Xu, Tao, et al., 2022) realized the fault diagnosis of 
back-to-back converters in PMSG wind turbine systems based on the 
instantaneous current amplitude, and Chen et al. (Chen, He, & Sui, 
2021) developed a fault diagnosis method for the open-switch of three- 
level rectifiers based on selective calculation method for instant voltage 
deviation. To cope with the problem that the collected signals are sus-
ceptible to background noise, Gao et al. (Gao, Feng, & Liang, 2021) 
realized a data-driven planetary gearbox fault diagnosis framework for 
wind turbines by analyzing three kinds of spectrums of stator current 
signals generated by PMSG. Moreover, Ali et al. (Ali et al., 2021) 
developed a machine learning-based fault diagnosis method for the open 
switch of cascade H-bridge multi-level inverter based on the combina-
tion of the probability principal component analysis and support vector 
machine. However, the selection of fault extractors and classifiers for 
traditional data-driven fault diagnosis methods significantly relies on 
artificial experience. Aiming to overcome the limitations of traditional 
data-driven fault diagnosis methods, deep learning methods have been 
developed rapidly recently in the field of electrical machinery fault 
diagnosis. Xue et al. (Xue, Li, Xiahou, Ji, & Wu, 2019; Xue, Xiahou, Li, Ji, 

& Wu, 2020) successively developed a convolutional neural network 
(CNN) and long short-term memory network for the fault diagnosis of 
the open-circuit switch of the back-to-back converter in wind generation 
systems. Thereafter, Gong et al. (Gong, Chen, Zhang, Zhang, & Gao, 
2020) developed a fault diagnosis method for electrical power DC-DC 
inverter based on an improved CNN. 

The reasons for the wide application of deep learning-based fault 
diagnosis methods in the field of conventional electrical machinery can 
be explained as follows. The operating process of power-switching de-
vices in electrical machinery presents nonlinear and time-varying 
characteristics, resulting in there exist a nonlinear relationship be-
tween the device status and the collected signals (Liang et al., 2022). As 
an intelligent data-driven method, deep learning methods can express 
the nonlinear relationship by analyzing the signal characterizing the 
device status (Lin & Xu, 2023). Besides, the characteristics of adaptively 
feature extraction and fault identification for deep learning methods 
reduce the dependence of diagnosis performance on artificial experience 
(Liang et al., 2022). 

Considering that there exists a nonlinear relationship between the 
status of TENG and the voltage signals due to the relative motion of the 
positive/negative triboelectric layers (Lone et al., 2022), and inspired by 
the promising fault diagnosis performance of deep learning methods in 
the field of conventional electrical machinery, a novel deep learning 
framework based on attention neural network (AttCNN) is proposed in 
this study for the fault diagnosis of TENG. The global correlation fea-
tures in voltage signals extracted by the attention mechanism in AttCNN 
can effectively reflect the status variation of TENG among different 
moments, and the feature information extracted by the convolutional 
network in AttCNN guarantees the fault diagnosis efficiency of TENG. 
Thereby the proposed method fills in the gaps in the field of fault 
diagnosis for TENG, which contributes to the safe and high-efficiency 
operation of TENG. 

The rest of this study is organized as follows. In Section 2, the pro-
cesses of establishing the experimental TENG and data acquisition are 
described. Section 3 describes the proposed fault diagnosis methodology 
based on AttCNN. Section 4 implements the sensitivity analysis and 
generalization evaluation of the proposed fault diagnosis methodology, 
and the performance comparison between the proposed method and 
previous data-driven methods is also presented in this section. Finally, 
conclusions are drawn in Section 5. 

2. Test bench of a TENG and data acquisition 

2.1. Establishment of TENG 

In this study, an improved TENG was established, and the experi-
mental devices for fabricating TENG are depicted in Fig. 1. Moreover, 
the movement of devices attached by TENG is demonstrated in Fig. 2. As 
shown in Fig. 1 and Fig. 2, the positive/negative triboelectric layers 
were stacked in Board-I and Board-III, respectively, Board-III can be 
moved back and forth on Board-II to adjust the initial distance between 
the positive and negative triboelectric layers, and the shaker is capable 
of producing periodic shakes that make negative triboelectric layer 
contact with positive triboelectric layer periodically. In terms of mate-
rials for fabricating TENG, the material of the three boards is aluminum 
(Al), nickel cloth (Nc) was used as electrodes, polyamide (PA) and pol-
ytetrafluoroethylene (PTFE) were used as the positive and negative 
triboelectric layers, respectively, and graphite paper (Gp) and polyimide 
(PI) were used as interlayers. As referred from Ref. (Chun et al., 2016), 
the strategy of embedding an interlayer between the triboelectric layer 
and electrode is conducive to reducing charge diffusion, thereby 
improving the output performance of TENG. 

As Ref. (Lee et al., 2017) indicated that a soft substrate can increase 
the contact area of the two triboelectric layers, and considering that the 
experimental devices (three boards made of Al) may interfere with the 
electric output, a 2 mm thick sponge and 0.15 mm thick PI layer were 
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used as a buffer layer and substrate, respectively. Therein, the sponge 
was made of polyurethane with a par per inch of 60. Besides, the sizes of 
the positive/negative triboelectric layers and interlayers are 40 mm ×
40 mm, and the size of the two electrodes is 50 mm × 40 mm. Note that 
the size of electrodes is larger than that of triboelectric layers or in-
terlayers, which is to avoid the influence of wires on the contact area of 
positive/negative triboelectric layers. 

The working principle of the established TENG is shown in Fig. 3. 
Notably, the interlayers are not presented in Fig. 3 for simplification. 
According to the effect of triboelectrification and electrostatic induction, 
with the contact of positive/negative triboelectric layers, numerous 
positive/negative charges accumulate on the surfaces of the positive/ 
negative triboelectric layers, respectively. As the two triboelectric layers 
move away from each other, the two electrodes induce positive/ 

negative charges, respectively, and a current flows from the bottom 
electrode to the top electrode as shown in Fig. 3(b). While the two 
triboelectric layers separate to a certain distance, the two electrodes 
reach an electrostatic equilibrium state as shown in Fig. 3(c). And then, 
as the two triboelectric layers move towards again, the electrostatic 
balance between the two electrodes is broken, and a current flows from 
the top electrode to the bottom electrode is generated. Finally, while the 
two triboelectric layers contact again, the two electrodes restore elec-
trostatic balance. 

2.2. Test bench for data acquisition 

In this study, a deep learning method is proposed for the fault 
diagnosis of TENG. As an intelligent data-driven method, the good fault 

Fig. 1. The experimental device of TENG: (a) the detailed schematic of TENG; (b) the real experimental device.  

Fig. 2. The movement diagram of boards attached by TENG.  
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diagnosis performance of the proposed method relies on a large amount 
of data reflecting the operating status of TENG (Liang et al., 2022). The 
voltage signal, as the output signal of TENG, contains sufficient infor-
mation reflecting the operating status of TENG (Liang et al., 2022; Lone 
et al., 2022). Aiming to excite the TENG to generate voltage signals, a 
test bench was built in Fig. 4(a). 

As depicted in Fig. 4(a), the test bench mainly consists of a PC, 
controller (Econ VT-9002), power amplifier (Econ E5874A), and shaker 
(Econ E-JZK-50). Therein, the Board-I and Board-II shown in Fig. 1 were 
connected to the shaker and a fixed platform with screws, respectively, 
and the initial distance between the positive triboelectric layer (stacked 
in Board-I) and the negative triboelectric layer (stacked in Board-III) was 
2 mm, and then, the excitation generated by the shaker can drive a 
periodic contact between the positive/negative triboelectric layers. 
Notably, to suppress the interference from environmental vibration, the 
entire test bench was placed on a vibration-isolation platform. 

According to the working principle of TENG described in Section 2.1, 
charges are generated in the operating process of the test bench. Aiming 
to measure the electric parameters, the established measuring circuits 
are depicted in Fig. 4(b). Therein, the short-circuit currents and trans-
ferred charges were measured by an electrometer (Keithley 6514), and 
the output voltage of TENG was measured by an oscilloscope (Tektronix 
MDO3024). Moreover, the room temperature and humidity were 
measured by a commercial thermo-hygrometer (JR916). 

2.3. Data acquisition 

As described in Section 2.1, the addition of interlayers is conducive 
to improving the output performance of TENG. While with the increase 
in hours of service, the thickness of interlayers (TI) gradually changes. 
As referred from Ref. (Xin et al., 2022), the variation in TI has a sig-
nificant impact on the output performance of TENG. In addition to the 
interlayers, the contact frequency (CF) of the positive/negative tribo-
electric layer is also a factor affecting the output performance of TENG 

(Xin et al., 2022). Since the decline of the output performance of TENG 
may increase the usage cost and even endanger the users (Yuan et al., 
2022; Zhao, Liu, et al., 2022), timely condition monitoring and fault 
diagnosis for TENG is significant. 

To explore the effectiveness of the proposed deep learning frame-
work for the fault diagnosis of TENG, and considering that a timely fault 
diagnosis can effectively suppress the further deterioration of the fail-
ure, the fault diagnosis performance of the proposed method in single 
fault (TI or CF) is evaluated in this study. As Section 2.2 described that 
the output voltage signals contain sufficient feature information 
reflecting the status of TENG, the voltage signals under different oper-
ating conditions need to be collected to provide data support for the fault 
diagnosis of TENG. 

On the basis of the established test bench in Section 2.2, the voltage 
signals of TENG under different operating conditions can be generated. 
In the experiments, the TENG with CF = 6 Hz and TI = 0.15 mm is 
supposed to be the healthy TENG, and different cases of CF and TI 
correspond to different fault statuses. The values of CF and TI for 
different fault labels of TENG are tabulated in Table 1. 

In the process of collecting the voltage signals under different fault 
labels, the sampling frequency and sampling time of the oscilloscope 
were set as 5000 Hz and 200 s, respectively. With the experiment, a total 
of 7 groups of voltage sequences corresponding to the 7 fault labels in 
Table 1 were obtained, and the sequence length of each group of se-
quences is 1000000. Fig. 5 depicts the voltage signals within [99 s, 99.5 
s] for different fault labels. With the comparison of voltage signals under 
different fault labels depicted in Fig. 5, a brief analysis of the failure 
mechanism of TENG is described as follows. In different fault cases, the 
voltage output changes due to the change of charge. As the frequency of 
external force increases, the charge transfer rate increases, and the 
amount of charge per unit time increases, which makes the amplitude of 
voltage increase with CF increase. The property of PI material affects 
charge trapping sites. The amount of charge transfer varies with the 
conditions of trapping sites. This makes the voltage amplitude change 

Fig. 3. The working principle of TENG.  
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with different TI conditions. The increase of TI provides a wider range of 
charge trapping sites, which improves the charge transfer efficiency. 
This makes the voltage amplitude increase with the increase of TI. 

3. Methodology 

3.1. Formulation for the fault diagnosis of TENG 

As referred from Refs. (Lei et al., 2020; Liang et al., 2022), there 
exists a mapping relationship between the status of TENG and collected 
voltage signals. The process of implementing fault diagnosis for TENG is 
to establish this mapping relationship. In general, the mapping rela-
tionship can be expressed as 

s = F(V) (1)  

where s and v represent the status of TENG and collected voltage signals, 

respectively. 

3.2. Establishment of AttCNN 

The mapping relationship F also presents a nonlinear characteristic, 
because there exists a nonlinear relationship between the status of TENG 
and the voltage signals due to the relative motion of the positive/ 
negative triboelectric layers (Lone et al., 2022). Considering that suffi-
cient feature information reflecting the status of TENG is contained in 
the collected voltage signals (Zhang et al., 2022), a deep learning 
method is used to establish the nonlinear relationship F by analyzing the 
collected voltage signals. 

According to the characteristic of TENG, aiming to extract the feature 
information reflecting the status of TENG more comprehensively, a 
novel deep learning framework, AttCNN, is proposed in this study. The 
framework of AttCNN is depicted in Fig. 6, it shows that AttCNN is 
mainly composed of an attention block, convolutional block, and clas-
sified block. In the following, the motivation for the application of each 
block is briefly described. 

3.2.1. Attention block 
The voltage signal collected from TENG is generally a signal 

sequence, and the relative motion of the positive/negative triboelectric 
layers is approximately periodic, so, the status of TENG is difficult to be 
directly identified by analyzing the voltage signal at certain moments. 
Besides, considering that the fault of TENG is generally evolutionary, the 
analysis of a long-term voltage signal sequence is significant for the fault 
diagnosis of TENG, because the extracted feature information can reflect 

Fig. 4. Test bench for exciting TENG to generate voltage signals: (a) test bench; (b) the measuring circuits.  

Table 1 
Details for different fault labels of TENG.  

Fault item CF (Hz) TI (mm) Label 

Health 6  0.15 0 
Fault_CF_1 4  0.15 1 
Fault_CF_2 8  0.15 2 
Fault_TI_1 6  0.125 3 
Fault_TI_2 6  0.1 4 
Fault_TI_3 6  0.075 5 
Fault_TI_4 6  0.05 6  
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the status variation of TENG among different moments. As inferred from 
the application of the Transformer in natural language processing 
(Vaswani, Shazeer, Parmar, Uszkoreit, Jones, Gomez, Kaiser, & Polo-
sukhin, 2017), the distance of positions between any two moments in a 
signal sequence can be converted into 1 with the attention mechanism. 
Thus, an attention block is applied in AttCNN. 

The structure of the attention block is depicted in Fig. 7. It shows that 
a multi-head attention structure is applied in the attention block, and the 
attention mechanism used in each attention head is the scaled dot- 
product attention. The mathematical expression of the attention block is 

MhAtt(X) = Concat(head1, head1, ..., headn h)WO (2)  

where MhAtt(X) is the output of the attention block, Concat denotes the 
operation of concatenating multiple attention heads at the feature 
dimension, and n_h denotes the number of the attention head. headi is the 
i-th attention head, and its expression is 

headi: Attention(Q(i),K(i),V (i)) = softmax(
Q(i)

(
K(i)

)T

̅̅̅̅̅
dK

√ )V(i) (3)  

where Q(i), K(i), and V(i) are the linear mapping of the input matrix X, 
respectively, and the linear mapping matrics are W(i)

Q ∈ Rdm×dK , 

W(i)
K ∈ Rdm×dK , and W(i)

V ∈ Rdm×dK , respectively. dm represents the feature 

Fig. 5. The collected voltage signals under different fault labels: (a) comparison of voltage signals under health status and two cases of CF; (b) comparison of voltage 
signals under health status and four cases of TI. 

Fig. 6. The framework of AttCNN.  

H. Wu et al.                                                                                                                                                                                                                                      



Expert Systems With Applications 226 (2023) 120244

7

dimension of X and dK = dm/n_h. Besides, the expression of the softmax 
function is 

softmax(z(i)) =
exp(z(i))

∑n h
i=1 exp(z(i))

(4) 

With multi-head attention, AttCNN can extract fault information 
from the feature subspace of voltage signals, thereby reflecting the status 
of TENG more comprehensively (Vaswani et al., 2017). Moreover, the 
computational cost of multi-head attention is similar to that of single- 
head attention, and parallel computing is supported for the training of 
multi-head attention, so, AttCNN possesses a good training efficiency 
with the assistance of GPU acceleration. Remarkably, a python platform 
built with NVIDIA GeForce RTX 3090 and TensorFlow framework was 
applied in this study for the training of AttCNN. 

3.2.2. Convolutional block 
Although the attention mechanism can extract the global correlation 

features of sequences, the lack of inductive bias ability makes it difficult 
to be trained. As convolutional layers introduce the inductive bias (Ajit, 
Acharya, & Samanta, 2020; Jiao, Zhao, Lin, & Liang, 2020), the local 
features contained in voltage signals can be effectively extracted, which 
makes up for the deficiency of the attention mechanism (Bello, Zoph, Le, 
Vaswani, & Shlens, 2019). Hence, aiming to improve the efficiency of 
fault diagnosis for TENG, convolutional layers are added in AttCNN. 

The information flow in convolutional layers can be expressed as 

y(l) = f (y(l− 1) ∗ W(l) + b(l)) (5)  

where y(l) represents the output of the l-th convolutional layer, and W(l) 

and b(l) are weights and biases in the l-th convolutional layer, respec-
tively. * represents the convolution operation, and the principle of 
convolution operation is depicted in Fig. 8. It shows that the convolution 
operation in convolutional layers is an element-wise product of the filter 
and the receptive field in the input. Besides, f represents the activation 
function. As referred from Ref. (Goodfellow, Bengio, & Courville, 2016), 
as an activation function, exponential linear units (ELU) not only alle-
viate the problem of gradient propagation anomy but also make the 
output of network layers close to a zero-center distribution. Thereby the 
application of ELU is conducive to the improvement of the training ef-
ficiency of networks (LeCun, Bottou, Orr, & Müller, 2012; Wiesler & 
Ney, 2011). Thus, ELU is adopted as the activation function in AttCNN, 
and the expression of the applied ELU in this study is as Eq. (6). 

y =

{
exp(x) − 1, x⩽0

x , x > 0 (6)  

3.2.3. Classified block 
With the attention block and convolutional block, the feature in-

formation that reflects the status of TENG is extracted. Aiming to realize 
the nonlinear relationship F in Eq. (1), a mapping between the status of 
TENG and the extracted feature information is required. 

As referred from Refs. (Li, Li, Xu, Xiong, & Gao, 2018; Lin, Chen, & 
Yan, 2014), global average pooling (GAP) layers and fully connected 
(FC) layers are generally used for establishing the mapping between the 
label and extracted features. To compare the performance of GAP layers 

Fig. 7. The structure of the attention block.  

Fig. 8. The principle of convolution operation in convolutional layers.  
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and FC layers in establishing the mapping, a comparative study was 
performed. The results indicated that the status identification accuracies 
under the cases of GAP layers and FC layers were very close, while the 
scale of training parameters of FC layers was significantly larger than 
that of GAP layers, thus, the GAP layer is applied in AttCNN for estab-
lishing the mapping between the status of TENG and the extracted 
feature information. 

3.2.4. Parameters of AttCNN 
The specific parameters of AttCNN are tabulated in Table 2. Notably, 

Table 2 only lists an AttCNN architecture with a specific hyperparameter 
setting. To guarantee the fault diagnosis performance of AttCNN, the 
hyperparameters require to be fine-tuned according to practical 
applications. 

3.3. Framework for the fault diagnosis of TENG 

On the basis of the proposed AttCNN, the framework for the fault 
diagnosis of TENG is shown in Fig. 9. It shows that there exist three 
steps: data collection and processing, offline training of AttCNN, and 
online fault diagnosis of TENG. The details of each step are as follows: 

(i) Data collection and processing. The voltage signals collected from 
TENG are classified into two groups: historical and real-time voltage 
signals, which are used for training AttCNN and performing online fault 
diagnosis, respectively. Since there may exist outliers in collected 
voltage signals, and the length of two collected voltage signal sequences 
may be different, the operation of data processing is implemented. The 
details of data processing are depicted in Fig. 10. 

(ii) Offline training of AttCNN. With the processed historical voltage 
signals, the sample sets (training, validation, and testing sets) are ob-
tained through data division, and the details are tabulated in Table 3. 
Subsequently, based on the sample sets, AttCNN is trained through the 
back-propagation algorithm (Rumelhart, Hinton, & Williams, 1986). 
The details of network training can be found in Ref. (Y. Lin & Xu, 2023). 

(iii) Online fault diagnosis of TENG. Based on the optimal trained 
AttCNN in step (ii), the online fault diagnosis of TENG can be performed 
with the processed real-time voltage signals as the input of AttCNN. 
Finally, the output of AttCNN is the predicted status of TENG. 

4. Results and discussion 

4.1. Influence of hyperparameters on fault diagnosis performance 

On the basis of the sample sets (the training, validation, and testing 
sets) tabulated in Table 3, the fault diagnosis performance of the pro-
posed AttCNN is evaluated in this subsection. According to 
Ref. (Goodfellow et al., 2016), the fault diagnosis performance of 
AttCNN can be optimized by training the learnable parameters (weights 
and biases) of AttCNN. Nevertheless, Ref. (L. Yang & Shami, 2020) also 
indicated that the fault diagnosis performance of AttCNN is affected by 
the hyperparameters of AttCNN. So, the sensitivity analysis of hyper-
parameters on the performance of AttCNN for the fault diagnosis of 

TENG is implemented. 

4.1.1. Number of attention heads 
As inferred from Section 3.2, with the application of multi-head 

attention, AttCNN can effectively extract global correlation fault fea-
tures from the voltage signal collected from TENG, which reflects the 
status variation of TENG at different moments. Since the number of 
attention heads (n_h) can affect the ability of multi-head attention in 
extracting fault features from the feature subspace of voltage signals, the 
fault diagnosis performance of AttCNN may be influenced by the value 
of n_h. 

Aiming to analyze the influence of the hyperparameter n_h on the 
fault diagnosis performance of AttCNN, the fault diagnosis results of 
AttCNN with different cases of n_h are compared. According to the in-
formation tabulated in Table 2, based on the datasets described in 
Table 3, the input format of the attention block is R720×12. Aiming to 
satisfy the principle that n_h and the feature dimension of each attention 
head (size_per_head) are integers, the recommended value range of n_h is 
{2, 3, 4, 6}. Notably, to follow the variable-controlling method, the 
other hyperparameters of AttCNN are consistent with those tabulated in 
Table 2, and the batchsize and maximum epoch are set as 128 and 2000, 
respectively. 

On the basis of the training and validation sets described in Table 3, 
the training processes of AttCNN under different cases of n_h are 
depicted in Fig. 11. Since the purpose of the sensitivity study is to show 
the difference in fault diagnosis results under different hyperparameters 
intuitively, only the results under three cases of n_h are shown in Fig. 11 
for simplification (Y. Lin & Xu, 2023). As depicted in Fig. 11(a), the 
convergence efficiency of fault diagnosis accuracy on the training set is 
improved with the increase of n_h. While on the validation set, the fault 
diagnosis accuracy under n_h = 4 or n_h = 6 is not as stable as that under 
n_h = 2. The reasons for this phenomenon can be explained as follow. 
The role of the validation set is to tentatively evaluate the generalization 
performance of AttCNN trained by the training set. As the feature sub-
space of voltage signals is reduced with the increase of n_h, the feature 
information extracted by AttCNN is insufficient to completely charac-
terize the status of TENG. So, the stability of the fault diagnosis accuracy 
on the validation set may be reduced with the increase of n_h. Besides, 
the relatively small feature dimension of the dataset used in this study is 
also a reason that induces the phenomenon in Fig. 11(b). 

Aiming to further evaluate the performance of AttCNN under 
different cases of n_h, the convergence performance of fault diagnosis 
accuracy on the validation set is compared. The convergence value and 
convergence epoch of fault diagnosis accuracy under different cases of 
n_h are depicted in Fig. 12(a). Therein, the definition of convergence 
value and convergence epoch is as follows. If the training process is 
convergent, the average value of accuracy within the range of (1800, 
2000] in Fig. 11 is considered the convergence value of the fault diag-
nosis accuracy. Besides, the convergence epoch is considered as the 
epoch where the average value of accuracy within the previous 50 
consecutive epochs is greater than the convergence value. 

As depicted in Fig. 12(a), the performance of AttCNN under n_h = 2 is 

Table 2 
Parameters of AttCNN.  

Layer Sub_block Sub_layer type Kernel size Output (Len_seq, Depth) 

Input    720, 1 
Convolution  Conv1D  720, 12 
Feature extraction module Attention block Attention  720, 12 

Convolutional block Conv1D + ELU 1 × 1 720, 32 
Conv1D + ELU 3 × 3 720, 64 
Conv1D 1 × 1 720, 12 

Depth Concat Concatenate + ELU  720, 24 
Convolution  Conv1D 1 × 1 720, 7 
GAP  GlobalAveragePooling1D  1, 7 
Output  Softmax  1,7  
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better than that under n_h = 4 or n_h = 6 in terms of the convergence 
epoch and convergence values of fault diagnosis accuracy. Besides, a 
metric Dev is introduced to quantify the stability of the convergence 
results of AttCNN under different cases of n_h, and the expression of Dev 
is 

Dev = sqrt(abs(Acc − C\_Acc)) (7)  

where Acc and C_Acc represent the fault diagnosis accuracy at an epoch 

and the convergence value, respectively. The comparison of Dev under 
different cases of n_h is depicted in Fig. 12(b). As indicated in Fig. 12(b), 
the stability of the convergence results of AttCNN under n_h = 2 is better 
than that under n_h = 4 or n_h = 6. 

Hence, according to the results in Fig. 11 and Fig. 12, the hyper-
parameter n_h has a certain impact on the fault diagnosis performance 
for TENG. Moreover, in respect of the convergence results on the vali-
dation set, the AttCNN with n_h = 2 possesses the best fault diagnosis 
performance for TENG. 

4.1.2. Learning rate 
As referred from Ref. (Goodfellow et al., 2016), the value of learning 

rate (lr) generally has a significant impact on the performance of neural 
networks. So, the fault diagnosis results of AttCNN on the training and 
validation sets under different cases of lr are compared in this 
subsection. 

According to the description in Refs. (Goodfellow et al., 2016; Hin-
ton, 2012), an approximate logarithmic scale is generally recommended 
for the value range of the hyperparameter lr. So, the recommended value 
range of lr is {1e-4, 5e-4, 1e-3, 5e-3, 1e-2, 5e-2, 1e-1} in this study. As 
Section 4.1.1 indicated that the AttCNN with n_h = 2 possesses a better 
fault diagnosis performance, only the fault diagnosis results of AttCNN 

Fig. 9. Framework for the fault diagnosis of TENG.  

Fig. 10. The operation of data processing. *The principle of identifying the outliers and missing data of signals can be found in Ref. (Cheliotis, Gkerekos, Lazakis, & 
Theotokatos, 2019). 

Table 3 
Details of data division.  

Data set Proportion Number of 
samples 

Role 

Training set 70% 13,601 Learn the trainable parameters of 
AttCNN 

Validation 
set 

20% 3885 Evaluate the generalization 
performance of AttCNN tentatively in 
the training process 

Testing set 10% 1946 Evaluate the fault diagnosis accuracy 
and generalization performance of the 
trained AttCNN  
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with n_h = 2 under different cases of lr are compared for simplification. 
Similar to Section 4.1.1, aiming to intuitively present the influence of 

lr on the fault diagnosis performance of AttCNN, the training processes 
of AttCNN on the training and validation sets under three cases of lr are 
depicted in Fig. 13. As indicated in Fig. 13(a) and (b), there exists a 
similar trend for the fault diagnosis accuracies on the training and 
validation sets. Therein, the fault diagnosis accuracy of AttCNN on the 
training or validation sets under the case of lr = 1e-3 is obviously better 
than that under two cases of lr = 1e-4 and lr = 5e-2. Moreover, the result 
under lr = 5e-2 reveals that a relatively large value of lr may result in 
difficulty for the convergence of fault diagnosis accuracy. 

Aiming to further compare the convergence performance of AttCNN 
under two cases of lr = 1e-3 and lr = 1e-4, the convergence results of 
AttCNN on the validation set under two cases of lr are depicted in 
Fig. 14. As indicated in Fig. 14(a), the performance of AttCNN under the 
case of lr = 1e-3 is better than that under lr = 1e-4 in terms of the 
convergence value and convergence epoch. Moreover, the results of Dev 
in Fig. 14(b) further validate that the fault diagnosis performance of 
AttCNN under lr = 1e-3 is better than that under lr = 1e-4. 

Hence, the results in Fig. 13 and Fig. 14 reveal that the AttCNN with 
lr = 1e-3 possesses the best fault diagnosis performance on the training 
and validation sets. The reasons that there exist deviations in fault 
diagnosis performance between different cases of lr can be explained as 
follows. An excessively large value of lr may cause the training results of 
AttCNN difficult to be converged, resulting in an unstable training 
process as Fig. 13(a) and (b); while an excessively small value of lr may 
cause the trainable parameters to fall into a local optimum, thereby 
delaying the convergence of AttCNN (Goodfellow et al., 2016). 

According to the results in Section 4.1.1 and Section 4.1.2, the 
hyperparameters of n_h and lr have a significant impact on the fault 
diagnosis performance for TENG. Hence, the hyperparameters of 
AttCNN should be fine-tuned in practical applications. 

4.2. Evaluation of the generalization performance of AttCNN 

Considering that a timely fault diagnosis is important for the safe 
operation of TENG, it is necessary to be able to use the proposed AttCNN 
for the real-time fault diagnosis of TENG. As the generalization 

Fig. 11. Training processes of AttCNN under different cases of n_h: (a) the accuracy on the training set; (b) the accuracy on the validation set.  

Fig. 12. The convergence results of AttCNN on the validation set under different cases of n_h: (a) the convergence results of the fault diagnosis accuracy; (b) the 
results of Dev. 

Fig. 13. Training processes of AttCNN under different cases of lr: (a) the accuracy on the training set; (b) the accuracy on the validation set.  
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performance can effectively reflect the capability of AttCNN for real- 
time fault diagnosis, the generalization performance of AttCNN for the 
fault diagnosis of TENG is evaluated in this subsection. 

As tabulated in Table 3 of Section 3.3, the testing set is independent 
of the training and validation sets. Since the testing set does not 
participate in the training process of AttCNN, the fault diagnosis results 
on the testing set can be used for evaluating the generalization perfor-
mance of AttCNN. As the results in Section 4.1 indicated that the trained 
AttCNN with n_h = 2 and lr = 1e-3 possesses the best fault diagnosis 
performance, it is selected to evaluate the generalization performance of 
AttCNN in this subsection. 

The fault diagnosis result of the trained AttCNN on the testing set is 
depicted in Fig. 15, and the corresponding fault diagnosis accuracy for 
different fault labels is tabulated in Table 4. As indicated in Fig. 15 and 
Table 4, the overall fault diagnosis accuracy of the trained AttCNN on 
the testing set is 99.59%. Moreover, except for a few samples corre-
sponding to Label 0 and Label 1, the trained AttCNN realizes a correct 
diagnosis for other samples. Nevertheless, the fault diagnosis accuracy 
of the AttCNN for all fault labels is greater than 97.84%. As referred from 
Refs. (Li, Pan, & Huang, 2019; Lin & Xu, 2023; Qin et al., 2021), a fault 
diagnosis accuracy that exceeds 95% is generally considered acceptable 
in engineering. 

Hence, according to the results in Fig. 15 and Table 4, for the testing 
set, the predicted fault labels of the trained AttCNN and the actual fault 
labels are in good agreement. Since AttCNN is trained with the training 

and validation sets, the fault diagnosis result on the testing set indicates 
that AttCNN possesses a promising generalization performance for the 
fault diagnosis of TENG. 

According to the training process of AttCNN, the reasons for AttCNN 
possesses promising fault diagnosis accuracy can be explained as fol-
lows. The training of AttCNN is data analysis for collected voltage sig-
nals, and then, the fault characteristics contained in the voltage signals 
can be extracted by AttCNN. Thereby the trained AttCNN can effectively 
perform online fault diagnosis for TENG with the real-time collected 
voltage signals. Based on the above analysis, it can be inferred that not 
only for TENG but also for other equipment with the collected signals 
containing feature information reflecting its status, AttCNN also pos-
sesses the potential to achieve good fault diagnosis performance. For 
instance, Fig. 16 shows a flow direction-velocity sensing device by 
applying TENG (Gong et al., 2019). The voltage of TENG and the ve-
locity of flow have a one-to-one mapping relationship. If the flow ve-
locity is outside the measured range, the voltage signal of TENG will be 
abnormal. According to the characteristic of AttCNN, once the AttCNN is 
trained with the voltage signal collected from the flow direction-velocity 
sensing device, the real-time status of this device can be identified by 
AttCNN with online voltage signals. 

4.3. Comparison between AttCNN and classical fault diagnosis methods 

4.3.1. Comparison between AttCNN and CNN 
As described in Section 3.2, the difference between AttCNN and 

conventional CNN is the application of the attention mechanism in 
AttCNN, and AttCNN can effectively extract global correlation features 
in voltage signals with the attention mechanism. Aiming to evaluate the 
merit of the application of the attention mechanism in AttCNN, the fault 
diagnosis performance of AttCNN and conventional CNN is compared in 
this subsection. Notably, to present the role of the attention mechanism 
more intuitively, the CNN used for comparison is the AttCNN which is 
without the attention block. 

On the basis of the training and validation sets described in Table 3, 
the training processes of AttCNN and CNN are depicted in Fig. 17. As 
shown in Fig. 17(a) and (b), although the training accuracy of CNN on 
the training and validation sets is finally convergence, the convergence 
efficiency of CNN is significantly worse than that of AttCNN. Moreover, 
the convergence results of the two methods are depicted in Fig. 18. It 
shows that the convergence performance of AttCNN is better than that of 
CNN in terms of the convergence value of accuracy and convergence 
epoch. Besides, as indicated in Fig. 17 and Fig. 18(b), although the 
training accuracy of CNN is convergence, the convergence stability of 
CNN is obviously worse than that of AttCNN. The reason can be 
explained as follows. Although local features in voltage signals can be 
extracted by CNN, the extracted feature is insufficient to reflect the 
status of TENG, resulting in that there exist obvious fluctuations in the 
training process of CNN. 

With the trained AttCNN and CNN, the fault diagnosis results of the 
two methods on the testing set are depicted in Fig. 19, and the 

Fig. 14. The convergence results of AttCNN on the validation set under different cases of lr: (a) the convergence results of the accuracy; (b) the results of Dev.  

Fig. 15. Confusion matrix between the predicted and actual fault labels.  
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corresponding fault diagnosis accuracy for each fault label is tabulated 
in Table 4. As shown in Fig. 19 and Table 4, there exist incorrect fault 
diagnoses for samples corresponding to four fault labels in the fault 
diagnosis results of CNN. Although the overall fault diagnosis accuracy 
of CNN reaches 98.20%, the fault diagnosis accuracies for the samples 
corresponding to fault Label 1 and Label 6 are 94.96% and 96.04%, 
respectively. Since the fault diagnosis accuracy of CNN for the case of 

fault Label 1 is less than 95%, CNN is unsuitable for performing the fault 
diagnosis of TENG. 

According to the comparison results in Fig. 17, Fig. 18, and Fig. 19, 
the fault diagnosis performance of AttCNN is better than that of CNN. 
Hence, the results validate the superiority of the application of the 
attention mechanism in AttCNN, which reveals that the global correla-
tion feature extracted by the attention mechanism is conducive to the 

Table 4 
Fault diagnosis accuracy of different methods on the testing set.  

Methods Overall accuracy Label 0 Label 1 Label 2 Label 3 Label 4 Label 5 Label 6 

AttCNN  99.59%  99.28%  97.84% 100% 100% 100% 100% 100% 
CNN  98.20%  98.56%  94.96% 97.84% 100% 100% 100% 96.04%  

Fig. 16. A flow direction-velocity sensing device by applying TENG (Gong et al., 2019).  

Fig. 17. Training processes of different methods: (a) the training accuracy on the training set; (b) the training accuracy on the validation set.  

Fig. 18. The convergence results of different methods on the validation set: (a) the convergence results of the fault diagnosis accuracy; (b) the results of Dev.  
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improvement of fault diagnosis performance for TENG. 

4.3.2. Comparison between AttCNN and two classical fault diagnosis 
methods 

Aiming to evaluate the superiority of AttCNN, the fault diagnosis 
performance between AttCNN and two machine learning methods is 
compared in this subsection. 

As referred from Ref. (Jung, 2022), in the training and fault diagnosis 
processes of classical machine learning methods, the input and output of 
classical machine learning methods are feature vectors and labels, 
respectively. While the collected voltage signal of TENG is time se-
quences, the feature vector that characterizes the status of TENG needs 
to be extracted for the training of classical machine learning methods. 
Hence, aiming to compare the fault diagnosis performance of AttCNN 
and classical machine learning methods, an auto-encoder (AE) is used to 
adaptively extract feature vectors. With the training set tabulated in 
Table 3, the training process of AE is depicted in Fig. 20(a). Notably, in 
the training process of AE, the long short-term memory layer is used to 
convert signal sequences to feature vectors, and the number of neurons 
in each layer of AE is [50-12-3]. With the trained AE, the extracted 3D 
feature vectors are depicted in Fig. 20(b). 

Based on the extracted feature vectors, the fault diagnosis perfor-
mance of two classical machine learning methods is evaluated. 
Considering that support vector machine (SVM) and random forest (RF) 
are two commonly used machine learning methods for fault diagnosis 
(Arshad, Taqvi, Buang, & Awad, 2021; Xu et al., 2020), the fault diag-
nosis performance of SVM and RF is evaluated in this study. 

With the extracted feature vectors and fault labels, SVM and RF are 
trained, respectively. Since the fault diagnosis performance of SVM and 
RF are also influenced by hyperparameters, the hyperparameter is also 
optimized in the training process of SVM and RF. Fig. 21 depicts the 
trends of the fault diagnosis accuracy of two methods on the training and 
testing sets under different cases of hyperparameters, where gamma and 
max_depth is the hyperparameter of SVM and RF, respectively. As 
depicted in Fig. 21, SVM with gamma = 64 and RF with max_depth = 34 
possess the best fault diagnosis performance on the testing set, and the 
fault diagnosis accuracy of SVM and RF is 79.92% and 89.91%, 
respectively. 

As seen in Fig. 21, although the fault diagnosis accuracy of SVM and 
RF on the training set has the potential to be optimized to close to 1, the 
fault diagnosis accuracy of SVM and RF on the testing set is so worse that 
these two methods cannot be used in engineering practice. The reasons 
that the fault diagnosis accuracy of SVM and RF is worse than that of 
AttCNN can be explained as follows. The complex working principle of 
TENG results in that the feature vector characterizing the TENG status is 
complex, such as the feature vectors depicted in Fig. 20(b). Aiming to 
realize better fault diagnosis accuracy, the training of SVM and RF is 
prone to overfitting under the influence of complex feature vectors. And 
then, the generalization performance of SVM and RF is worse than that 
of AttCNN. 

Based on the results in Table 4 and Fig. 21, AttCNN achieves a 
24.61% and 10.77% performance enhancement for the overall fault 
diagnosis accuracy on the testing set compared to two classical machine 
learning methods SVM and RF, respectively. Hence, the superiority of 

Fig. 19. Confusion matrix between the predicted and actual fault labels under different methods: (a) AttCNN; (b) CNN.  

Fig. 20. The results of AE: (a) the training process of AE; (b) the feature vector extracted by AE.  
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AttCNN in terms of fault diagnosis accuracy and generalization perfor-
mance is validated. 

5. Conclusions 

Considering the necessity of performing fault diagnosis for TENG, a 
novel deep learning framework based on AttCNN is proposed in this 
study. The global correlation features in voltage signals extracted by the 
attention mechanism in AttCNN can effectively reflect the status varia-
tion of TENG among different moments, and the feature information 
extracted by the convolutional network guarantees the fault diagnosis 
efficiency of TENG. Thereby the proposed method fills in the gaps in the 
field of fault diagnosis for TENG. The fault diagnosis performance of 
AttCNN for an experimental TENG is analyzed in the case study, and the 
main conclusions are drawn as follows: 

(1) The hyperparameters n_h and lr have a certain impact on the fault 
diagnosis performance of AttCNN for TENG. It is suggested that field 
designers should pay more attention to the hyperparameter tuning in the 
design phase of AttCNN under different application scenarios. 

(2) The fault diagnosis results indicate that AttCNN possesses a good 
performance in terms of the identification of the fault category and 
severity of TENG, thereby the application of AttCNN can provide more 
available information for the efficient maintenance of TENG. Moreover, 
the fault diagnosis results validate that AttCNN possesses a promising 
generalization performance for the fault diagnosis of TENG, illustrating 
the feasibility of the application of AttCNN for the fault diagnosis of 
TENG under different operating conditions. As the operating condition 
of TENG is usually uncertain, AttCNN is suitable to implement the real- 
time fault diagnosis of TENG. 

(3) Compared with the conventional CNN, AttCNN achieves a 1.42% 
performance enhancement for the overall fault diagnosis accuracy on 
the testing set, more importantly, the fault diagnosis accuracy of AttCNN 
for each fault label exceeds 97.84%. The superiority of AttCNN benefits 
from the integration of the attention mechanism and convolutional 
networks. With the global correlation features in voltage signals 
extracted by the attention mechanism, AttCNN can effectively identify 
the status variation of TENG among any two moments. 

(4) In this study, the fault diagnosis of TENG is realized by analyzing 
the voltage signals. As inferred from the principle of establishing the 
nonlinear relationship, other electric signals (current, transfer charge, 
etc.) that contain sufficient feature information characterizing the status 
of TENG are also available for providing data support for AttCNN. 
Moreover, AttCNN possesses the potential to implement fault diagnosis 
for various TENGs as long as the electric output signal can be collected. 

Although the proposed deep learning framework contributes to the 
safe operation of TENG, there still exist limitations: AttCNN is a super-
vised learning algorithm, and the fault diagnosis performance of AttCNN 

for TENG may decline while sufficient electric output signals cannot be 
collected. 

In future work, we will incorporate unsupervised learning algorithms 
with AttCNN to address these limitations. 
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