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A B S T R A C T   

This paper studies close formation control problem with prescribed performance and time-varying state con-
straints for a group of 4-degrees-of-freedom (DOF) underactuated surface vehicles (USVs) subject to actuator 
faults, input saturation and input delay. A finite-time sliding mode control (SMC) scheme based on reinforcement 
learning (RL) algorithm is introduced to guarantee prescribed formation performance without violating velocity 
error constraints. By using actor-critic neural network (NN)-based RL algorithm, the actuator faults and system 
uncertainties are accurately estimated. Afterwards, an exponential decreasing boundary function is developed to 
suppress overshoot more reasonably, and a novel mechanism of switching gain is given to alleviate chattering 
inherent in SMC while the RL-based compensation term is constructed to handle the formation accuracy problem 
caused by the reduced switching gain. Besides, auxiliary nonlinear continuous function and Pade approximation 
have been successfully applied to process actuator saturation and input delay, respectively. Numerical simula-
tions and experimental results are exhibited to verify the effectiveness and superior formation performance of the 
proposed control method.   

1. Introduction 

Formation control investigates the problem of multi-agent spatial 
distribution. Compared with a single USV, a group of USVs can perform 
a more complex task by maintaining a desired formation geometry 
(Chan et al., 2021). Currently, various control schemes are applied in 
formation control, including leader-follower strategy (Li et al., 2020b), 
event-triggered approach (Guo and Chen, 2020), virtual structures 
(Zhao et al., 2020) in either a centralized or decentralized manner. The 
most applicable one is the decentralized leader-follower strategy, which 
is simplicity, scalability and consumes less computation effort and 
communication resource (Zhao et al., 2015). 

Distinguished from the above-mentioned formation, close formation 
generally refers to the formation with small relative distance among 
vehicles, which can reduce the wave-making resistance interference of 
adjacent vehicles and improve the shielding effect of surrounding ve-
hicles under incoming water, so as to reduce the navigation resistance 
and increase the voyage distance (Liu, 2019). Hence, close formation is 
often applied in some special scenes, such as energy supply between 

ships with non-zero speed, long distance formation navigation, etc. 
Since 2014, the Rim of the Pacific has taken close formation as a 
necessary training subject to improve the joint combat capability of 
various countries (Carter, 2018). In 2020, the "sea train” project is 
released by the Defense Advanced Research Projects Agency, and the 
close formation is used to reduce the collective wave-making resistance 
of USV as much as possible (Ellingsen, 2022). 

During close formation, USVs will inevitably suffer from the coupled 
disturbances from surrounding vehicles and marine environment. 
Vigorous roll motion induced by the coupled disturbances is one of the 
dangerous phenomenon leading to operation interruption, instruments 
failure and even overturning of vehicle (Jin et al., 2020). Compared with 
general formation control, close formation control needs to consider not 
only surge, sway, yaw motion, but also the roll motion. Besides, the 
position drift caused by the coupled motion of rolling and other DOF 
motion results in formation error and collision. Therefore, roll stabili-
zation control is always a challenging research topic in close formation 
(Liu et al., 2015; Chen et al., 2020). 

Over the past years, many marine vehicles are equipped with anti- 
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rolling devices to suppress the roll motion, such as gyrostabilizers, anti- 
rolling tanks, moving weights and stabilizing fins (Awad et al., 2018; 
Hinostroza et al., 2015). Nevertheless, these methods require additional 
instruments and installation costs, and increase the complexity of the 
system. To address the aforementioned problems, rudder roll stabiliza-
tion (RRS) strategy is employed, and rudder action is the only actuator to 
change the yaw motion and roll motion (Zhao et al., 2019). According to 
the roll motion and course deviation, rudder can be properly controlled 
to reduce the roll angle, and course will not change dramatically. In 
Zhao et al. (2020), an arctangent function-based control scheme was 
applied in RRS of ships. To against the bad tracking performance, RRS 
control technology was developed to cope with the large roll motion (Liu 
et al., 2020). Based on disturbance observer, RRS scheme was designed 
to reduce the roll angle and course error of ships (Liang and Wen, 2019). 
However, the above discussions do not take close formation control issue 
into account. 

Besides, how to handle state constraints and obtain good transient 
performance is a very important consideration for most physical sys-
tems. The prescribed performance of formation error, namely, the 
maximum overshoot, amplitude and convergence rate of formation 
error are all less than the predefined boundaries, means excellent 
tracking performance (Yue et al., 2020; Dai et al., 2020). In Liang et al. 
(2020), a finite-time formation controller was adopted to ensure that 
multi-agent system synchronizes with prescribed performances. Using 
prescribed performance control methodology, decentralized adaptive 
formation controller (AFC) was obtained to guarantee collision avoid-
ance and connectivity maintenance (He et al., 2019). On the other hand, 
state constraints of USVs are also research hotspot. Generally, barrier 
Lyapunov function (BLF) is always employed to solve state constraints. 
So far, multiple types of BLF are introduced to escape the infinite state, 
such as the tan-type BLF (Zhao et al., 2020c), the log-type BLF (Dong 
et al., 2020) and the integral-type BLF (Wang et al., 2019). A tangent 
BLF-based controller was applied to deal with time-varying output 
constraints (Zhao et al., 2020a). To cope with full state constraints, 
BLF-based fuzzy controller was used for a class of nontriangular form 
system (Zhang et al., 2020). In Li et al. (2020a), BLF-based tracking 
controller was proposed and time-varying state constraints were not 
violated. In fact, all the mentioned constraint strategies can be extended 
to formation. 

Another significant issue associated with formation is to deal with 
the lumped uncertainties including actuator fault, system uncertainty. 
There are many ways to estimate the lumped uncertainties, such as NN 
approximation (Liu et al., 2015; Yue et al., 2020), fuzzy logic strategy 
(Zhao et al., 2020c), and disturbance observer (Liang and Wen, 2019). 
Although these strategies can approach the uncertainties, the bounded 
approximation error cannot be eliminated. In comparison with other 
control strategies, SMC is robust to the lumped uncertainties (Mobayen, 
2016; Mobayen and Tchier, 2017). SMC can compensate bounded 
approximation error by choosing a switching gain whose amplitude is 
greater than the upper boundary of approximation error. Moreover, the 
amplitude of switching gain should not be too large, otherwise it will 
lead to system state chattering. Thus, SMC should reduce the gain to 
alleviate steady-state chattering when sliding variable enters the given 
vicinity (Lee et al., 2017). In Chen et al. (2020), a chattering suppression 
law was presented to handle excessive switching gain. Aiming at serious 
chattering problem inherent in SMC, an adaptation mechanism was 
designed to tune the amplitude of switching gain to avoid chattering 
(Baek et al., 2019). Although chattering has been alleviated by reducing 
switching gain, tracking accuracy will be seriously degraded when 
switching gain is too small to deal with tracking error (Xie et al., 2020). 
Hence, a compensation strategy should be developed to offset the lost 
tracking error and improve tracking accuracy. 

RL algorithm is a kind of intelligent technology (Liu et al., 2022; 
Zhao et al., 2020c), which can optimize strategy continuously to maxi-
mize the cumulative reward or minimize the cost. For actor-critic 
NN-based RL algorithm, critic-NN is applied to assess system 

performance (Wang et al., 2021), which is regarded as the reinforcement 
learning signal and guides the operation of actor-NN to optimize control 
input and improve system performance. In Wang et al. (2020b), 
actor-critic NN-based tracking controller was applied in a 
continuous-time nonlinear system and NN reconstruction error was 
effectively reduced. To solve the tracking problem of an elastic joint 
robot, RL controller with actor-critic NN architecture was employed to 
ameliorate tracking performance (Ouyang et al., 2020). In Zheng et al. 
(2020), an actor-critic NN-based control scheme was constructed for an 
underactuated marine vessel to obtain the prominent system 
performance. 

Motivated by the optimal policy of RL, this paper presents a RL-based 
SMC scheme to overcome the drawbacks of SMC in dealing with small 
switching gain. The advantages of RL are used to compensate for the lost 
tracking error caused by the reduced switching gain and improve 
tracking accuracy. Subsequently, the proposed scheme is developed into 
a decentralized finite-time frame to achieve the close formation of USVs. 
The exponential decreasing boundary functions are designed to ensure 
collision avoidance and roll suppression. Additionally, an auxiliary 
nonlinear continuous function and Pade approximation have been suc-
cessfully introduced to process actuator saturation and input delay, 
respectively. The RL-based sliding variables are constructed to meet 
state constraints and overcome external disturbances. Compared with 
the previous works, the contributions of this paper can be summarized as 
follows:  

● Unlike most of the results in Awad et al. (2018) and Zhao et al. 
(2019a), rudder is the only input for sway-yaw-roll motion. The 
sway-yaw error subsystem stabilization and roll reduction in close 
formation can be achieved simultaneously through the same control 
input (e.g. a single rudder).  

● A novel prescribed boundary function is developed, which helps 
USVs formation avoid overlarge initial error by determining the 
maximum convergence time.  

● Compared with SMC strategies proposed in Zhao et al. (2019b) and 
Chen et al. (2020), the RL-based SMC control strategy is utilized to 
achieve chattering suppression while maintaining a high-precision 
formation performance. The adaptive law of switching gain is 
introduced to improve the chattering of output-state by reducing 
switching gain, and compensate the lumped uncertainties and 
approximation error. Meanwhile, the actor-critic NN-based RL al-
gorithm is given to produce a compensation term to handle the for-
mation accuracy problem caused by the reduced switching gain. 

The remainder of this paper is as follows. Section 2 presents problem 
formulations and some preliminaries. Section 3 describes the design 
procedure of the proposed control method and analysis of the stability of 
error systems. Section 4 illustrates the results of conducted numerical 
simulations. Section 5 summarizes some conclusions and future works. 

2. Problem formulation and preliminaries 

2.1. Preliminaries 

To achieve formation control objective, some existing lemmas will be 
used. 

Lemma 1. (Liu et al., 2015). The following NN technology is applied to 
approximate any continuous unknown function. The analytical expression of 
NN can be shown as follows 

fn(Zn)=W*T
n Hn(Zn) + σn (1)  

where Zn ∈ Rn denotes input variable, Hn(Zn) ∈ Rn is the basis function, 
σn is NN approximation error and |σn| ≤ σn, σn is a desired precision and 
σn > 0, W*

n ∈ Rn is ideal weight, which can be shown as: 
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W∗
n = argmin

Ŵn

{

sup
Zn∈Ω

⃒
⃒fn(Zn) − Ŵ

T
nHn(Zn)

⃒
⃒

}

where Ŵn is the estimation of 

W*
n. 

Lemma 2. (Wang et al., 2017). For ωn ∈ Rn and 0 < l < 1, the following 
equation holds 

(
∑n

q=1

⃒
⃒ωq
⃒
⃒

)l

≤
∑n

q=1

⃒
⃒ωq
⃒
⃒l (2)  

Lemma 3. (Wang et al., 2017). For variables ω, ς and positive constants μ,
θ, ι, the following equation can be obtained as 

|ω|
μ
|ς|θ ≤ μ

μ + θ
ι|ω|

μ+θ
+

θ
μ + θ

ι−
μ
θ|ς|μ+θ (3)  

Definition 1. (Wang et al., 2017). The equilibrium ξ = 0 of the 
nonlinear system ξ̇ = f(ξ, u) is semi-global practical finite-time stable 
(SGPFS) if for all ξ(t0) = ξ0, there exists ε > 0 and a settling time 
T(ε, ξ0) < ∞ to make ‖ξ(t)‖ < ε, for all t ≥ t0 + T. 

Lemma 4. (Wang et al., 2017). Consider the nonlinear system ξ̇ = f(ξ,
u), for any scalars α > 0, β > 0 and 0 < l < 1, the Lyapunov function of the 
system satisfies V̇(x) ≤ − αVl(x)+ β, then this system is SGPFS. 

Lemma 5. (Wang et al., 2018). The following systems 

˙̂ξ = ξu + fu

ξu = − ν1L1/2sig1/2(ξ̂ − ξ) + D̂
˙̂D = − ν2Lsgn(D̂ − ξu)

(4)  

where L, ν1, ν2 > 0 and sigα(x) = |x|αsgn(x), and fu is nonlinear term, the 
term D̂ can be exactly identified within a finite time. 

2.2. Dynamic model of USV 

A group of n USVs with 4-DOF motion are considered, including 
surge, sway, yaw and roll motion. The ith (i = 1, …,n) 4-DOF plant of 
vehicle is shown in Fig. 1 and the corresponding kinematics can be 

described as 

ẋi = ui cos ψi − vi cos φi sin ψi
ẏi = ui sin ψi + vi cos φi cos ψi
ψ̇i = ri cos φi
φ̇i = pi

(5)  

where xi, yi,ψ i,φi are the positional variables in surge motion, sway 
motion, yaw angle and roll angle, respectively; ui, vi, ri, pi are surge ve-
locity, sway velocity, yaw angular rate and roll angular rate, respec-
tively. 

For 4-DOF dynamics model of USV, propulsion force and torque are 
produced by the coupling of the rudder and thruster, and rudder is the 
only device used for yaw control and roll reduction. Kinetics of the ith 
vehicle can be written as (Jin et al., 2020) 

u̇i =
m22i

m11i
viri −

d11i

m11i
u2

i +
τ1i + dui

m11i

v̇i = −
m11i

m22i
uiri −

d22i

m22i
vi +

τ2i + dvi

m22i

ṙi =
m11i − m22i

m33i
uivi −

d33i

m33i
ri +

τ2ilCG + dri

m33i

ṗi = −
d44i

m44i
pi − lpiφi +

τ2ilzi + dpi

m44i

(6)  

where τ1i = sat(τF
1i(t − εt)), τ2i = sat(τF

2i(t − εt)) denote the surge force and 
lift force made by the surface of the rudder under the input saturation, 
time delay and actuator faults, and sat( ⋅) is saturation function, and εt >

0 is the unknown input delay; lzi is the distance of rudder roll suppres-
sion and lCG is the distance from center of gravity to rudder stock; dui, dvi,

dri, dpi are the unknown and time-varying external disturbances from 
marine environment and adjacent vehicles; m11i,m22i,m33i,m44i are 
inertia coefficients; d11i, d22i, d33i, d44i are hydrodynamic damping co-
efficients; lpi is the roll factor of vehicle. 

Remark 1. The purpose of this paper is to study the close formation 
control problem of USVs subject to the roll motion, actuator faults, input 
saturation and input delay. Roll motion is common in vehicle cruising. 
However, large roll motion will degrade the tracking performance of 
vehicle, damage instruments, and sometimes may cause vehicle to 
overturn. Therefore, it is reasonable to consider roll motion. Addition-
ally, vehicle is driven by the rudder and thruster. The actuator faults, 
input saturation and input delay of the rudder and thruster are inevi-
table in time-varying and complex marine engineering. From a practical 
point of view, dynamics model (6) is effective and reasonable. 

Assumption 1. (Zhao et al., 2019b). The external disturbances 
dui, dvi, dri,dpi are time-varying and bounded. 

Assumption 2. (Zhao et al., 2019b). The reference trajectories 
xi− 1, ẋi− 1, ẍi− 1, yi− 1,ẏi− 1, ÿi− 1,ψ i− 1, ψ̇ i− 1,ψ̈ i− 1 are smooth and bounded. 
The roll angle of USV is bounded and there exists |φi| ≤ φmax < π

2 with 
φmax being a positive constant. 

Remark 2. The coupled disturbances force or moment are caused by 
ocean and adjacent hull, which are often considered as bounded, low- 
frequency and time-varying with finite energy, so it is generally regar-
ded as time-varying and bounded signals. Thus, Assumption 1 is 
reasonable. For USV i-1, its trajectory is taken as the desired trajectory 
by USV i, and it cannot be too large. Once the state variables 
xi− 1, ẋi− 1, ẍi− 1,yi− 1, ẏi− 1, ÿi− 1,ψ i− 1, ψ̇ i− 1, ψ̈ i− 1 are arbitrarily large, the 
actuator cannot supply enough control input, resulting in formation 
error. From the perspective of controllability for USV, Assumption 2 is 
reasonable. 

In marine engineering, the failures, saturation and delay of actuators 
are common in thruster and rudder for vehicles. Considering the above 
shortcomings, actual control input can be mathematically modeled as 
(Liu et al., 2019) 

Fig. 1. 4-DOF plant of underactuated autonomous surface vehicle.  
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sat
(
τF

ki(t − εt)
)
=ϖkisat

(
τc

ki(t − εt)
)
+ τki(t − εt), k = 1, 2 (7)  

where ϖki represents the efficiency coefficient of unknown time-varying 
actuator, τki(t − εt) is additive faults, τc

ki(t − εt) stands for the commanded 
control input. 

Herein, the case ϖki = 1 and τki(t − εt) = 0 indicates that the kth 
actuator is not faulty, while ϖki = 0 represents that the kth actuator does 
not provide force. Besides, ϖki ∈ (0, 1) means that the kth actuator loses 
its effectiveness partially. 

Assumption 3. (Liu et al., 2019). There is a boundary τkM such that 
τkM ≥ sat(τc

ki(t − εt)). 

Assumption 4. (Liu et al., 2019). The additive fault τki(t − εt) is un-
known but bounded as ‖τki(t − εt)‖ ≤ τkM, and τkM is a positive constant. 

To tackle the problem of time-delay in τc
ki(t − εt), Pade approxima-

tion strategy and Laplace transform are employed to obtain control input 
without time delay. 

L
[
sat
(
τc

ki(t − εt)
)]

= exp(− εts)L
[
sat
(
τc

ki(t)
)]

≈
1 − εts/2
1 + εts/2

L
[
sat
(
τc

ki(t)
)]

(8)  

where s is the Laplace variable, L[ ⋅] denotes the Laplace transform, 
exp( ⋅) is exponential function. 

To compensate time delay of actuator, an auxiliary variable χki(t) is 
defined as 

L[χki(t)]=
1 − εts/2
1 + εts/2

L
[
sat
(
τc

ki(t)
)]

+ L
[
sat
(
τc

ki(t)
)]

(9) 

Then, equation (9) can also be described as 

2L
[
sat
(
τc

ki(t)
)]

= L[χki(t)] +
εts
2

L[χki(t)] (10) 

Assuming that the initial condition is χki(0) = 0，using inverse the 
Laplace transform, equation (10) becomes 

χ̇ki(t)=
4
εt

sat
(
τc

ki(t)
)
−

2
εt

χki(t) (11) 

Additionally, according to equation (8), equation (9) in time domain 

can be expressed as 

sat
(
τc

ki(t − εt)
)
= χki(t) − sat

(
τc

ki(t)
)

(12) 

Substituting equation (12) into (7), equation (7) can be rewritten as 

sat
(
τF

ki(t − εt)
)
= χki(t) − sat

(
τc

ki(t)
)
+(ϖki − 1)

(
χki(t) − sat

(
τc

ki(t)
))

+ τki(t − εt) (13) 

To remove the sharp point of saturation function at 
⃒
⃒τc

ki(t)
⃒
⃒ = τkM, 

smooth continuous function f(τc
ki(t)) is utilized to replace sat(τc

ki(t)) and 
shows as follow 

f
(
τc

ki(t)
)
= τkM tanh

(
τc

ki(t)
)

(14) 

Function error between saturated control input (7) and function (14) 
is defined as 

Δτc
ki = sat

(
τc

ki(t)
)
− f
(
τc

ki(t)
)

(15) 

Based on assumption 3 and equation (14), the boundary of function 
error (15) can be expressed as 
⃒
⃒Δτc

ki

⃒
⃒=
⃒
⃒sat
(
τc

ki(t)
)
− f
(
τc

ki(t)
)⃒
⃒ ≤ τkM(1 − tanh(1)) (16)  

Remark 3. In contrast with the published references (Wang et al., 
2020a), which handles input saturation by using the complicated 
anti-windup compensator, a simpler auxiliary nonlinear continuous 
function (14) is applied to address this problem. 

By introducing equation (15) into (13), we obtain 

sat
(
τF

ki(t − εt)
)
= χki(t) −

(
Δτc

ki + f
(
τc

ki(t)
))

+(ϖki − 1)
[
χki(t) −

(
Δτc

ki + f
(
τc

ki(t)
))]

+ τki(t − εt)
(17) 

To simplify analytic expression, the variables 
τc

ki(t), f(τc
ki(t)), χki(t),τki(t − εt) will be described as τc

ki,f(τc
ki), χki, τki in 

following text. 
Define the following equation as 

fui =
m22i

m11i
viri −

d11i

m11i
u2

i +
(ϖ1i − 1)

[
χ1i −

(
Δτc

1i + f
(
τc

1i

))]
+ τ1i

m11i

fvi = −
m11i

m22i
uiri −

d22i

m22i
vi +

(ϖ2i − 1)
[
χ2i −

(
Δτc

2i + f
(
τc

2i

))]
+ τ2i

m22i

fri =
m11i − m22i

m33i
uivi −

d33i

m33i
ri +

(ϖ2i − 1)
[
χ2i −

(
Δτc

2i + f
(
τc

2i

))]
+ τ2i

m33i
lCG

fpi = −
d44i

m44i
pi − lpi φi +

(ϖ2i − 1)
[
χ2i −

(
Δτc

2i + f
(
τc

2i

))]
+ τ2i

m44i
lzi

(18) 

Under assumptions (1)–(4), the lumped uncertainties fui, fvi, fri, fpi 

including actuator fault and system uncertainty are time-varying and 
bounded. Based on equations (11), (17) and (18), the plant (6) can be 
rewritten as follows 

u̇i = fui +
χ1i −

(
Δτc

1i + f
(
τc

1i

))

m11i

v̇i = fvi +
χ2i −

(
Δτc

2i + f
(
τc

2i

))

m22i

ṙi = fri +

[
χ2i −

(
Δτc

2i + f
(
τc

2i

))]
lCG

m33i

ṗi = fpi +

[
χ2i −

(
Δτc

2i + f
(
τc

2i

))]
lzi

m44i  

χ̇ki =
4
εt

(
Δτc

ki + f
(
τc

ki

))
−

2
εt

χki (19)  

Fig. 2. Leader-follower formation.  
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2.3. Decentralized leader-follower formation 

A decentralized formation strategy is utilized to force a group of 
USVs to achieve leader-follower formation. A virtual vehicle is assumed 
to maintain the desired formation with leader vehicle i-1. And if the 
follower i can track the virtual vehicle, the desired formation can be 
formed. Every vehicle i only receives state information from its imme-
diate leader vehicle i-1. The state information of global leader is derived 
from predetermined reference trajectory. Therefore, the communication 
relationship of each vehicle forms a static and simple directed spanning 
tree. The position about two vehicles in leader-follower formation is 
presented in Fig. 2. The line-of-sight (LOS) range ρi and angle λi between 
vehicle i and vehicle i-1 are defined as 

ρi =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(xi− 1 − xi)
2
+ (yi− 1 − yi)

2
√

λi = arctan(yi− 1 − yi, xi− 1 − xi)
(20) 

According to the formation mechanism, the path of virtual vehicle is 
defined as 
⎛

⎝
xid
yid
ψid

⎞

⎠=

⎛

⎝
xi− 1
yi− 1
ψi− 1

⎞

⎠+

⎛

⎝
cos ψi− 1 − sin ψi− 1 0
sin ψi− 1 cos ψi− 1 0
0 0 1

⎞

⎠

⎛

⎝
ρd cos λd
ρd sin λd
0

⎞

⎠ (21)  

where (xid, yid) is the position of virtual vehicle, which represents the 
position that follower needs to track to maintain the desired formation, 
(ρd, λd) is the desired LOS range and angle. 

According to the leader vehicle state information xi− 1, yi− 1,ψ i− 1 and 
the desired formation information ρd, λd, using equation (21), xi = xid,

yi = yid,ψ i = ψ id can be obtained, which is equivalent to ρi = ρd, λi =

λd, and it means that the desired formation control is achieved. There-
fore, the formation problem of leader and followers can be transformed 
into the path following of followers. 

Define the following relative distance and angle errors 

ex = (xi − xid)cos ψi + (yi − yid)sin ψi
ey = − (xi − xid)sin ψi + (yi − yid)cos ψi
eψ = ψi − ψid
eφ = φi − φd

(22)  

where φd represents a desired roll angle with φd = 0. 
For close formation, the collision between adjacent USVs is easy to 

occur due to small formation distance, and the roll motion caused by 
adjacent USVs and surrounding environment cannot be ignored. Thus, 
the following constraints are designed to avoid the collision and severe 
roll motion of vehicles. 

− e j < ej < ej (23)  

where j = x, y, ψ , φ, e j and ej are the predefined lower and upper 
boundary of formation error, respectively. 

Considering convergence rate, the maximum overshoot, the 
maximum steady-state, and terminal time into formation error, the 

exponential decreasing boundary functions e j, ej are designed to ensure 
prescribed performance. 

ej(t) =

⎧
⎪⎪⎨

⎪⎪⎩

(
ej,0 − ej,tf

)
exp
(

− kj tan
(

πt
2tf

))

+ ej,tf , 0 ≤ t < tf

ej,tf , t ≥ tf

e j(t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(

e j,0 − e j,tf

)

exp
(

− kj tan
(

πt
2tf

))

+ e j,tf , 0 ≤ t < tf

e j,tf , t ≥ tf

(24)  

where e j,0 and ej,0 are initial states, e j,tf and ej,tf are the steady-state error 

after system error converges in a predefined time tf , k j and kj are the 
convergence rates. 

Different from traditional boundary function, function (24) has the 
following important features.  

1) The terminal time tf of error convergence can be predefined. 
2) Once the terminal time is determined, the convergent rate of per-

formance function (24) can be regulated by choosing appropriate 
parameters kj,k j, and initial overshoot is also avoided.  

Remark 4. The convergence rate of the exponential performance 
function depends on the parameter kj, k j. Therefore, the exponential 
performance function avoids excessive control input by reducing the 
initial convergence rate of system, but it will destroy the transient per-
formance of system. However, new performance function (24) can 
obtain different convergence rates by setting terminal time tf and 
selecting appropriate parameters kj,k j, which can significantly improve 
the initial control input and reduce the formation error caused by 
overshoot. 

For kinematics (5) and kinetics (19), a decentralized controller will 
be devised to achieve the following formation control objective:  

1) During close formation, each vehicle follows its immediate leader 
without violating the constraints given in (23).  

2) All the variables are uniformly bounded, and formation errors ex, ey,

eψ , eφ converge to the neighborhood near zero in finite-time. 

3. Controller design 

In this part, the formation control architecture is elaborately estab-
lished, as shown in Fig. 3. According to the kinematic information of 
leader-follower and the formation error transformation mechanism in 
(20), formation error (22) is obtained. Afterwards, by using back-
stepping technology and constrained error transformation strategy, the 

Fig. 3. Control architecture for USVs formation.  
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virtual velocity control law is proposed to maintain formation error 
within prescribed boundary constraints. Furthermore, the RL-based 
SMC is designed in terms of velocity error constraints and actor-critic 
NN architecture. Eventually, formation control objective is achieved 
for a team of USVs with actuator failure, input delay, input saturation 
and disturbances. 

3.1. Constrained error transformation 

To meet performance constraints, an error transformation function is 
defined as 

zj =
ej

ej − ej
q
(
ej
)
+

ej

e j + ej

(
1 − q

(
ej
))

(25)  

where parameter q(ej) satisfies the following equation q(ej) =
{

1, ej ≥ 0
0, ej < 0 . 

Remark 5. In Dong et al. (2020), error transformation function was 
logarithmic function, which would cause the potential singularity 
problem of control law. Thus, nonlogarithmic error mapping function 
(25) is applied to address the singularity problem. Meanwhile, variable 
zj is a continuous derivable function compared with Zhang et al. 
(2020c). 

Based on equation (25), the derivatives of zj are 

żj =Gjėj − Qj (26)  

where Gj =
q(ej)ej

(ej − ej)
2 +

(1− q(ej))e j(
e j+ej

)2 ,Qj =
q(ej)ėjej

(ej − ej)
2 +

(1− q(ej))e jej
(

e j+ej

)2 . 

3.2. Kinematics control design 

A close formation strategy is proposed to achieve the formation 
control objective, and the virtual velocity control law will be given to 
stabilize the kinematic tracking error. 

Based on equations (5) and (22), the derivatives of ex, ey, eψ , eφ are 

ėx = ui −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

ẋ2
id + ẏ2

id

√

cos eψ + riey

ėy = vi +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

ẋ2
id + ẏ2

id

√

sin eψ − riex

ėψ = ri − ψ̇ id

ėφ = pi

(27) 

To promote the convergence of formation errors, the virtual velocity 
control laws are designed as 

αu =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

ẋ2
id + ẏ2

id

√

cos eψ − riey + G− 1
x ( − kzx zx + Qx)

αv = −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

ẋ2
id + ẏ2

id

√

sin eψ + riex + G− 1
y

(
− kzy zy + Qy

)

αr = ψ̇ id + G− 1
ψ ( − kzψ zψ + Qψ)

αp = G− 1
φ ( − kzφ zφ + Qφ)

(28)  

where kzx , kzy , kzψ , kzφ are positive constants. 
When αu→ui, αv→vi, αr→ri, αp→pi, equation (28) can be further 

written as 

ėx = G− 1
x ( − kzx zx + Qx)

ėy = G− 1
y

(
− kzy zy + Qy

)

ėψ = G− 1
ψ ( − kzψ zψ + Qψ )

ėφ = G− 1
φ ( − kzφ zφ + Qφ)

(29) 

Combining equation (25) with (29), the following equation can be 
obtained 

żx = − kzx zx, ży = − kzy zy, żψ = − kzψ zψ , żφ = − kzφ zφ (30) 

Choose the following Lyapunov function candidate 

V1 =
1
2

z2
x +

1
2

z2
y +

1
2

z2
ψ +

1
2
z2

φ (31) 

Taking time derivative of V1 along with (30), we have 

V̇1 = − kzx z
2
x − kzy z2

y − kzψ z2
ψ − kzφ z2

φ ≤ 0 (32) 

Therefore, once ui − αu = 0,vi − αv = 0, ri − αr = 0,pi − αp = 0, the 
prescribed formation errors zx, zy, zψ , zφ will converge to zero. In next 
section, the target is to stabilize the dynamic error. 

3.3. Kinetics control design with actor-critic NN 

Surge controller and sway-yaw-roll controller are introduced in step 
1 and step 2, which can promote the convergence of the kinetics tracking 
error in finite-time. 

Define the velocity tracking errors as 

ue = ui − αu +
χ1i

2
− ξ1

ve = vi − αv

re = ri − αr +
χ2ilCG

2
− ξ2

pe = pi − αp

(33)  

where ξ1 is an intermediate variable used to compensate for the function 
error between saturated control input sat(τc

ki) and function (14), ξ̇k = −

ξk +
1

mkki
(f(τc

ki) − τc
ki),k = 1, 2. 

Step 1. In order to better achieve the surge controller design, the 

Fig. 4. Signal flow of the proposed surge controller.  
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signal flow of the controller is given in Fig. 4. 
Differentiating ue, we have 

u̇e = u̇i − α̇u +
χ̇1i

2
− ξ̇1 (34) 

To avoid the computational expansion of α̇u, DSC technology is 
introduced as follow 

εuβ̇u + βu = αu, βu(0) = αu(0) (35)  

where εu is a positive constant, βu is the filter variable, βu(0),αu(0) are 
initial conditions of βu,αu. 

Based on equations (19), (34) and (35), we have 

u̇e = fui − β̇u + ξ1 +
1

m11i

(
τc

1i +Δτc
1i

)
(36) 

Define filter error as 

gu = βu − αu (37) 

According to equations (35) and (37), the variable β̇u can be 
described as 

β̇u = −
gu

εu
+ α̇u = −

gu

εu
+ Bu( • ) (38)  

where Bu( •) is the time derivative of αu. Based on assumption 2, there 
exists a positive constant BuM and |Bu| ≤ BuM. 

To satisfy the surge velocity constraint and improve the transient 
performance and robustness in surge subsystem, the sliding variable 
based on logarithmic function is defined as 

S1 =
1
2

ln
k2

ue

k2
ue
− (ue + ku)

2 + c1gu +
(
εfu − η̂1

)
(39)  

where ku is a design parameter and it helps the control law avoid sin-
gularity, c1 is a design parameter, εfu denotes the upper boundary of 
approximation error, c1, εfu are positive constants, η̂1 is a positive 
compensation law of approximation error, kue is continuous time- 
varying functions, which denote the upper boundary of variable ue. 

Remark 6. To enhance the robustness of vehicles against to lumped 
uncertainties, input saturation and time-delay, the novel sliding variable 
(39) is devised in terms of the velocity errors (33), filter errors (37), 
input error (15) and approximate errors. In contrast with the previous 
works in Zhang et al. (2020c) and Wang et al. (2019), which handles the 
problem of constant state constraints by establishing BLF, time-varying 
state constraints are applied in sliding variable (39) to meet different 
practical requirements. 

According to equations (19), (34) and (37), the time derivative of 
(39) is 

Ṡ1 =Tu

[

fui + ξ1 +
1

m11i

(
τc

1i +Δτc
1i + dui

)
]

− Tku − (Tu + c1)β̇u + c1α̇u −
˙̂η1

(40)  

where Tu = ue+ku
k2

ue − (ue+ku)
2, Tku =

k̇ue (ue+ku)
2

kue [k2
ue − (ue+ku)

2
]
. 

Based on lemma 1, actor-NN architecture can be used to approximate 
fui. 

fui =W∗T
u Hu(Z) + σu (41)  

where W∗T
u is the optimal actor-NN weight, σu is NN approximation error 

and |σu| ≤ σu, σu denotes a desired precision and σu > 0. 
By utilizing equation (41), the following approximation equation can 

be obtained 

fui = Ŵ
T
u Hu(Z) + W̃

T
u Hu(Z) + σu (42)  

where Ŵ
T
u is the estimation of W*T

u , W̃
T
u = W*T

u − Ŵ
T
u . 

Inspired by the adaptive dynamic programming method (Li et al., 
2022), this paper utilizes the RL algorithm based on actor-critic NN to 
approximate the loss function in formation control, so as to obtain the 
optimal loss function and improve control output. To achieve the opti-
mization of reward/penalty, the critic NN should be used to approxi-
mate the optimal loss function, evaluate the system performance and 
adjust the control output of actor NN. Therefore, the loss function based 
on critic NN, namely critic function, should be proposed. 

To optimize formation performance continuously, the critic function 
is defined as 

Ψc1 =L1R1 + |L1R1|WT
c1Hc1(Z) (43) 

The critic function includes primary critic signal and secondary critic 
signal. The primary critic signal reflects the current formation perfor-
mance. Since the update law of critic NN is directly affected by actor NN, 
the secondary critic signal shows the formation performance after the 
control output is optimized. 

Here, the critic signal vector R1 is chosen as 

R1 =
L2

1 + exp(− L3S1)
−

L2

1 + exp(L3S1)
(44)  

where L2, L3 are positive constants, R1 ∈ [− L2, L2] increases with the 
increase of sliding variable S1 and it corresponds to the formation errors 
performance, WT

c1 is the ideal weight of the critic-NN, Hc1(Z) is the basis 
function. 

For equation (43), the actual critic function is 

Ψ̂ c1 =L1R1 + |L1R1|Ŵ
T
c1Hc1(Z) (45)  

where Ŵ
T
c1 is the estimation of WT

c1. 

Remark 7. From critic function (45) and critic signal vector R1, ΨT
c1Ψ c1 

increases with the increase of sliding variable S1, vice versa. It indicates 
that ΨT

c1Ψ c1 can be regarded as the critic index of formation perfor-
mance. Thus, actual critic function Ψ̂ c1 will be applied to update actor- 
NN and construct the control policy to optimize formation performance. 

Based on equations (40)-(45), the control law τc
1i can be chosen as 

τc
1i =

m11i

Tu

[
Tku + (Tu + c1)β̇u − c1BuM + ˙̂η1 + τcom

1i + μ1 + τ1swi]

− m11i
(

Ŵ
T
u Hu(Z) + ξ1

)
− Δτc

1i − d̂uiτcom
1i = −

kc1

exp(η̂1)
Ψ̂ c1μ1 

= − |L1R1|

(

2φ1 +
kc1

exp(η̂1)

)

(1 + φ1) − Tuσu (46)  

where τcom
1i is a compensation term to handle the problem that the 

reduced switching gain is insufficient to offset the lumped uncertainties 
and approximation errors, μ1 is an additional control term to help reduce 
the reconstruction errors of actor-critic-NNs, τ1swi is the switching law 
and τ1swi = − η̂1sgn(S1) − k1swS1, kc1 is a positive constant, φ1 is a 
positive design parameter, d̂ui is the estimation of dui and obtained from 
lemma 5. 

To attenuate chattering in equation (46), the following adaptive law 
of switching gain is chosen as 

˙̂η1 = k2swsgn(S1)exp(|S1| − |ε1|) (47)  

where k2sw is positive parameter and k2sw < k1sw, ε1 is the threshold of 
sliding manifold. 

Remark 8. In initial stage of formation control (|S1| ≥ |ε1|), equation 
(47) can be described as ˙̂η1 = k2sw exp(|S1| − |ε1|), which means that the 
greater adaptive rate and faster error convergence will be obtained 
when the larger item |S1| − |ε1| is chosen, so it provides an excellent 
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transient tracking performance. Once sliding variable satisfies |S1| <

|ε1|, ˙̂η1 = − k2sw/exp(|ε1| − |S1|) < 0, which provides higher chattering 
suppression by reducing switching gain. 

Remark 9. Sliding variable S1 will drift away from sliding manifold if 
switching gain is too small to compensate the lumped uncertainties and 
approximation errors. To reduce the loss of tracking accuracy caused by 
the decrease of switching gain, an actor-critic NN-based compensation 
term τcom

1i is devised to prevent sliding variable from exceeding the 
designed threshold ε1. Obviously, the compensation term (46) is oppo-
site to the switching gain, which can acquire the reduction of switching 
gain Δη̂1 and returns it to τc

1i when S1 tries to leave the vicinity of sliding 
manifold. 

Based on the analysis of remarks 8–9, the adaptive mechanism (47) 
and RL compensation term can effectively improve the convergence rate 
of error when tracking error is large, and appropriately reduce the 
adaptive rate when tracking error is small, so as to achieve the chat-
tering reduction, address the problem caused by the smaller switching 
gain and ameliorate formation performance. 

Define Lyapunov function candidate V2 as 

V2 =
1
2

S2
1 +

1
2γc1

W̃
T
c1W̃c1 +

1
2γu

W̃
T
u W̃u (48)  

where W̃u = W*
u − Ŵu,W̃c1 = W*

c1 − Ŵc1, γu, γc1 are positive parameters. 
Differentiating equation (48) along with (40), (42), (45)-(47), we 

have 

V̇2 = − η̂1|S1| − k2sw|S1|exp(|S1| − |ε1|) − k1swS2
1 

−
kc1S1L1R1

exp(η̂1)
−

kc1S1W*T
c1 |L1R1|Hc1(Z)
exp(η̂1)

+S1Tuσu + S1μ1 + W̃
T
u

(

TuS1Hu(Z) −
1
γu

˙̂W u

)

+ W̃
T
c1

(
kc1S1|L1R1|Hc1(Z)

exp(η̂1)
−

1
γc1

˙̂W c1

)

(49)  

where η̂1 is given by equation (47) and it is a positive switching gain; σu 
is the NN approximation error and |σu| ≤ σu, and σu represents the 
desired approximation accuracy and σu > 0. 

Design the actor-NN and critic-NN adaptive law ˙̂Wu, ˙̂Wc1 as 

˙̂W u = γuS1Hu(Z)(Tu − Ψ̂ c1)

˙̂W c1 = γc1|L1R1|S1Hc1(Z)
(
kc1 exp(− η̂1) − Ŵ

T
u Hu(Z)

) (50)  

Remark 10. From equation (50), the updating law of actor-NN ˙̂Wu 

contains critic function Ψ̂ c1, and critic function is regarded as the rein-
forcement learning signal and guides the operation of actor-NN to 
address the lumped uncertainties and optimize control input. Besides, 

the updating law of critic-NN ˙̂Wc1 includes actor-NN weight Ŵ
T
u , and 

critic-NN weight is applied to assess the current formation performance 
and guides the next update of actor-NN. 

Utilizing inequality η̂1 > 0, |S1| > 0, k1sw|S1|exp(|S1| − |ε1|) > 0 and 
weight update law (50), equation (49) can be rewritten as 

V̇2 ≤ − k1swS2
1 + S1[μ1 + Tuσu+Φ1] (51)  

where Φ1 = W̃
T
uHu(Z)

Ψ̂ c1 + W̃
T
c1|L1R1|Hc1(Z)W̃

T
uHu(Z) − kc1W*T

c1 |L1R1|Hc1(Z)exp( − η̂1)

− kc1L1R1 exp( − η̂1). 

Lemma 6. For surge subsystem, if there exists a positive parameter φ1 and 

φ1 ≥ max[
⃒
⃒W*T

u Hu(Z)
⃒
⃒,
⃒
⃒Ŵ

T
uHu(Z)

⃒
⃒,
⃒
⃒W*T

c1 Hc1(Z)
⃒
⃒], the following inequality 

holds: 

Φ1 ≤ |L1R1|(2φ1 + kc1 exp(− η̂1))(1+φ1) (52) 

Proof. Based on equation (45), Ψ̂ c1 = L1R1 + |L1R1|Ŵ
T
c1Hc1(Z). The 

following formula holds 

W̃
T
u Hu(Z)Ψ̂ c1 =

(
W*T

u − Ŵ
T
u

)
Hu(Z)L1R1

+
(
W*T

u − Ŵ
T
u

)
|L1R1|Hu(Z)Ŵ

T
c1Hc1(Z) (53)  

W̃
T
c1|L1R1|Hc1(Z)W̃

T
u Hu(Z)=

(
W*T

c1 − Ŵ
T
c1

)
|L1R1|Hc1(Z)

(
W*T

u − Ŵ
T
u

)
Hu(Z)

(54) 

Table 1 
Model parameters of vehicle.  

Parameter m11i m22i m33i m44i  

Value 0.00103 0.0150 0.0050 0.00002  
Parameter d11i d22i d33i d44i lpi 

Value 0.00042 0.0116 0.002 0.0000075 3.8537  

Table 2 
Parameters of prescribed boundary.  

Parameter ex,0 e x,0 ey,0 e y,0 eψ,0 e ψ,0 

Value 3 − 11 6 − 6 8 − 5 

Parameter ex,tf e x,tf ey,tf e y,tf eψ,tf e ψ,tf 

Value 1.1 − 1.1 1.4 − 1.4 1 − 1 

Parameter eφ,0 e φ,0 eφ,tf e φ,tf kj k j 

Value 8 − 5 1 − 1 − 0.5 − 0.5  

Table 3 
Parameters of control.  

Parameter kzx kzy kzψ kzφ k1sw k2sw 

Value 20 0.1 0.8 1 0.5 0.02 

Parameter k3sw k4sw ku kv kr kp 

Value 0.5 0.02 0.4 0.1 0.02 0.01 

Parameter γu γh εu εh   
Value 5 10 0.01 0.01    

Fig. 5. Leader-follower formation.  
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Fig. 6. Formation errors in ρ,ψ,φ.  

Fig. 7. Velocity tracking errors in u, v, r, p.  

Fig. 8. Trajectories of the commanded control input, saturated input, and smooth control input.  
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Using equations (53) and (54), the following results hold 

W̃
T
u Hu(Z)Ψ̂ c1 + W̃

T
c1|L1R1|Hc1(Z)W̃

T
u Hu(Z)

= W*T
u Hu(Z)L1R1 − Ŵ

T
u Hu(Z)L1R1 +W*T

u Hu(Z)|L1R1|W*T
c1 Hc1(Z)

− Ŵ
T
u Hu(Z)|L1R1|W*T

c1 Hc1(Z)

(55) 

Applying equation (55) and φ1 ≥ max[
⃒
⃒W*T

u Hu(Z)
⃒
⃒,
⃒
⃒Ŵ

T
uHu(Z)

⃒
⃒,

⃒
⃒W*T

c1 Hc1(Z)
⃒
⃒], the variable Φ1 in equation (51) can be expressed as 

Φ1 ≤ |L1R1|
[⃒
⃒W*T

u Hu(Z)
⃒
⃒+
⃒
⃒Ŵ

T
u Hu(Z)

⃒
⃒+
⃒
⃒W*T

u Hu(Z)
⃒
⃒
⃒
⃒W*T

c1 Hc1(Z)
⃒
⃒

+
⃒
⃒Ŵ

T
u Hu(Z)

⃒
⃒
⃒
⃒W*T

c1 Hc1(Z)
⃒
⃒+ kc1 exp(− η̂1)+ kc1

⃒
⃒W*T

c1 Hc1(Z)
⃒
⃒exp(− η̂1)

]

≤ |L1R1|(2φ1 + kc1 exp(− η̂1))(1+φ1)

(56) 

Based on lemma 6 and the additional control term in (46), equation 
(51) can be further obtained 

V̇2 ≤ − k1swS2
1 + S1[|L1R1|(2φ1 + kc1|S1|exp(− η̂1))(1+φ1)+ μ1 + Tuσu]

(57) 

Substituting μ1 in equation (46) into (57), we have 

V̇2 ≤ − k1swS2
1 (58) 

Step 2Based on equation (35), DSC is also used in the variables α̇v,α̇r,

α̇p. 

εhβ̇h + βh = αh, βh(0) = αh(0), h = v, r, p (59)  

where εh is a positive constant, βh is the filter variable, βh(0), αh(0) are 
initial conditions of βh,αh. 

According to equation (59), the following equation can be obtained 

β̇h = −
gh

εh
+ α̇h = −

gh

εh
+ Bh( • ) (60)  

where gh = βh − αh, Bh( ⋅) is the time derivative of αh. Based on 
assumption 2, there exists a positive constant BhM and |Bh( ⋅)| ≤ BhM. 

To satisfy the state constraints and improve the transient perfor-
mance and robustness in sway-yaw-roll subsystem, the sliding variable 
based on logarithmic function is defined as 

S2 =
∑

h=v,r,p

[
1
2

ln
k2

he

k2
he
− (he + kh)

2 − c2(βh − αh)

]

+
(

εfvrp − η̂2

)
(61)  

where kh is the design parameter and it helps the control law avoid 
singularity, c2 is a positive constant, εfvrp is the upper boundary of 
approximation error, η̂2 is the positive compensation law of approxi-
mation error, khe is continuous time-varying functions, which denote the 
upper boundary of variable he. 

Differentiating equation (61) along with (19) and (59), we have 

Ṡ2 =
∑

h=v,r,p

[
Th(fhi − β̇h)+ c2(BhM − β̇h) − Tkh

]

+
Tr

m33i

(
τc

2i +Δτc
2i + dri

)
+Trξ2 −

˙̂η2

(62)  

where Th = he+kh
k2

he
− (he+kh)

2, Tkh =
k̇he (he+kh)

2

khe [k2
he
− (he+kh)

2
]
. 

In accordance with the design step of surge controller, actor NN- 
based approximation equation and critic NN-based critic function are 
shown as 

Fig. 9. NN approximate errors of the lumped uncertainties.  

Fig. 10. Formation errors of the vehicle i-1 and follower 1 under different controllers.  
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fhi = Ŵ
T
h Hh(Z) + W̃

T
h Hh(Z) + σh, h = v, r, p

Ψ̂ c2 = L4R2 + |L4R2|Ŵ
T
c2Hc2(Z)

R2 =
L5

1 + exp(− L6S2)
−

L5

1 + exp(L6S2)

(63)  

where Ŵ
T
h is the estimation of W*T

h , W̃
T
h = W*T

h − Ŵ
T
h , σh is NN 

approximation error and |σh| ≤ σh, σh denotes a desired precision and 
σh > 0; L5, L6 are positive constants, R2 ∈ [− L4, L4] increases with the 
increase of sliding variable S2 and it corresponds to the performance of 

formation errors, Ŵ
T
c2 is the estimation of the ideal weight, Hc2(Z) is the 

basis function. 
Based on equations (62), (63), the control law τc

2i can be assigned as 

τc
2i =

∑

h=v,r,p

m33i

Th

[
Th
(
− Ŵ

T
h Hh(Z) + β̇h

)
− c2(BhM − β̇h) + Tkh

]

+
m33i

Th

(
τ2swi + τcom

2i + μ2
)
− Δτc

2i − m33iξ2 − d̂ ri

τcom
2i = −

kc2

exp(η̂2)
Ψ̂ c2

μ2 = − |L4R2|

[

2φ2 +
kc2

exp(η̂2)
(1 + φ2)

]

−
∑

h=v,r,p
Thσh

(64)  

where τcom
2i is a compensation term, μ2 is an additional control term, τ2swi 

is the switching law and τ2swi = − η̂2sgn(S2) − k3swS2, kc2 is a positive 
constant, φ2 is a positive design parameter, ̂dri is the estimation of dri and 
obtained from lemma 5. 

To mitigate chattering in (64), the switching gain adaptive law is 
chosen as 

˙̂η2 = k4swsgn(S2)exp(|S2| − |ε2|) (65)  

where k4sw is positive parameter and k4sw < k3sw, ε2 is the designed 
threshold of sliding manifold. 

Define the following Lyapunov function candidate as 

V3 =
1
2

S2
2 +

∑

h=v,r,p

1
2γh

W̃
T
h W̃h +

1
2γc2

W̃
T
c2W̃c2 (66)  

where W̃h = W*
h − Ŵh, W̃c2 = W*

c2 − Ŵc2,γh, γc2 are positive parameters 
Differentiating equation (66) along with (62)-(65), we have 

V̇3=− η̂2|S2|− k3swS2
2 − k4sw|S2|exp(|S2|− |ε2|)

+
∑

h=v,r,p
W̃

T
h

(

ThS2Hh(Z)−
1
γh

˙̂W h

)

−
kc2S2L4R2

exp(η̂2)

−
kc2S2W*T

c2 |L4R2|Hc2(Z)
exp(η̂2)

+μ2S2+
∑

h=v,r,p
ThσhS2 

+W̃
T
c2

(
kc2S2|L4R2|Hc2(Z)

exp(η̂2)
−

1
γc2

˙̂W c2

)

(67) 

Design the actor-NN and critic-NN adaptive law ˙̂Wh,
˙̂Wc2 as 

˙̂W h = γhS2Hh(Z)(Th − Ψ̂ c2), h = v, r, p ˙̂W c2

= γc2S2|L4R2|Hc2(Z)

[

kc2 exp(− η̂2) −
∑

h=v,r,p
Ŵ

T
h Hh(Z)

]

(68) 

Fig. 11. Formation error compared with different NN architecture.  

Table 4 
RMS values of formation errors.  

Control Strategies Range Errors 
(m) 

Orientation Errors 
(◦) 

Roll Angle Errors 
(◦) 

SMC 0.7724 0.0572 0.3770 
AFC 0.2378 0.0536 0.4206 
SMC with adaptive 

NN 
0.1052 0.0959 0.1358 

Proposed SMC with 
RL 

0.0103 0.0032 0.0063  

Fig. 12. Experimental platform of USV.  
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Using inequality η̂2|S2| > 0, ˙̂η2S2 = k2sw|S2|exp(|S2| − |ε2|) > 0 and 
weight update law (68), equation (67) can be rewritten as 

V̇3 ≤ − k3swS2
2 + S2

[

μ2 +
∑

h=v,r,p
Thσh +Φ2

]

(69)  

where Φ2 =
∑

h=v,r,p
W̃

T
hHh(Z)Ψ̂ c2 +

∑

h=v,r,p
Ŵ

T
h Hh(Z)|L4R2|W̃

T
c2Hc2(Z) −

kc2L4R2 exp( − η̂2)

− kc2W*T
c2 |L4R2|Hc2(Z)exp(− η̂2).

According to lemma 6, the following inequality holds 

Φ2≤|L4R2|

[
∑

h=v,r,p

( ⃒
⃒W*T

h Hh(Z)
⃒
⃒+
⃒
⃒Ŵ

T
h Hh(Z)

⃒
⃒
)
+
∑

h=v,r,p

⃒
⃒W*T

h Hh(Z)
⃒
⃒
⃒
⃒W*T

c2 Hc2(Z)
⃒
⃒

+
∑

h=v,r,p

⃒
⃒Ŵ

T
h Hh(Z)

⃒
⃒
⃒
⃒W*T

c2 Hc2(Z)
⃒
⃒+kc2 exp(− η̂2)+kc2

⃒
⃒W*T

c2 Hc2(Z)
⃒
⃒exp(− η̂2)

]

≤|L4R2|(2φ2+kc2 exp(− η̂2))(1+φ2)

(70)  

where max

[
∑

h=v,r,p

⃒
⃒Ŵ

T
h Hh(Z)

⃒
⃒,
∑

h=v,r,p

⃒
⃒W*T

h Hh(Z)
⃒
⃒,
⃒
⃒W*T

c2 Hc2(Z)
⃒
⃒

]

≤ φ2. 

Based on (70) and the additional control term in (64), equation (69) 
can be further obtained 

V̇3 ≤ − k3swS2
2

+ S2

[

|L4R2|(2φ2 + kc2|S2|exp(− η̂2))(1+φ2)+ μ2 +
∑

h=v,r,p
Thσh

]

(71) 

Substituting μ2 in equation (64) into (71), we have 

V̇3 ≤ − k3swS2
2 (72)  

Fig. 13. Leader-follower close formation.  

Fig. 14. Leader-follower close formation trajectory.  

Fig. 15. Errors results of formation.  
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3.4. Finite-time stability analysis 

Define the following Lyapunov function candidate as 

V =V1 + V2 + V3 (73) 

Utilizing lemma 3, the following inequality can be obtained 

−
(

kzj z
2
zj

)l
≤ (1 − l)ι − kzj z

2
zj
(j = x, y,ψ ,φ)

−
(
k1swS2

1

)l
≤ (1 − l)ι − k1swS2

1, −
(
k3swS2

2

)l
≤ (1 − l)ι − k3swS2

2

(74) 

Differentiating equation (73) along with (57), (72), (74), we have 

V̇ ≤ −
∑

j=x,y,ψ ,φ

(
kzj z

2
j

)l
−
(
k1swS2

1

)l
−
(
k3swS2

2

)l
+ 6(1 − l)ι (75) 

Equation (75) can be described as 

V̇ ≤ −
∑3

m=1
ρVm

Vl
m +

∑3

m=1
Δm (76)  

where ρV1
= min[(2kzx )

l
, (2kzy )

l
, (2kzψ )

l
, (2kzφ )

l
], ρV2

= (2k1sw)
l, ρV3

=

(2k3sw)
l, Δ1 = 4(1 − l)ι, Δ2 = Δ3 = (1 − l)ι. 

According to equation (76) and lemma 2, the following inequality 
holds 

V̇ ≤ − ρV Vl + Δ (77)  

where ρV = min(ρVm
), Δ =

∑3
m=1Δm. 

Under assumptions 1–4 and lemmas 2–4, consider the close forma-
tion control of USV with kinematics (5) and kinetics (19), since ρV >

0, 0 < l < 1,Δ =
∑3

m=1Δm ≥ 0, the control law (46), (64) and adaptive 
law (50), (68) guarantee that the prescribed formation performance and 
time-varying constraints will never be violated and the overall system 
(73) is finite-time stable. 

Based on Wang et al. (2017), the settling time of the finite-time 
stability can be obtained. 

Treach =
1

(1 − l)νρV

[

V1− l(0) −
(

Δ
(1 − ν)ρV

)(1− l)/l]

(78)  

where V(0) is the initial value of V, then according to definition 1 and 
lemma 4, formation errors are SGPFS for ∀t > Treach. 

Remark 11. For inequality (76), we obtain 0 ≤ V(t) ≤ Δ/ρV + [V(0) −
Δ /ρV ]e− ρVt . It is obvious that V(t) is bounded and exponentially con-
verges to Δ/ρV. Hence, zx, zy, zψ , zφ, S1, S2 are uniformly bounded ac-
cording to (73). Since Δ/ρV can be made arbitrarily small if lager 
parameter kzx , kzy , kzψ , kzφ , k1sw, k3sw, ι and smaller parameter l are cho-
sen, the desired formation accuracy. can be guaranteed. 

4. Simulation validation 

In this section, some formation performance and comparison results 
are included to illustrate excellent performance of the developed 
controller. The non-dimensional model parameters (Jin et al., 2020) are 
shown in Table 1. 

4.1. Lumped uncertainties 

The lumped uncertainties in close formation are mainly composed of 
the actuator faults, plant uncertainties, external disturbances from 
ocean and adjacent vehicles, etc. To test actuator faults, the partial loss 
of effectiveness faults and bias faults are provided as follows: 

ϖ1i =

{
1.0, t ≤ 10
0.8, t > 10 , ϖ2i =

{
1.0, t ≤ 10
0.3, t > 10 , τ1i = 0.01, τ2i = − 0.01,

The external disturbances are chosen as 

dwi =
[
dui, dvi, dri, dpi

]T
= JT(ψ)Φ  

Φ̇= − K − 1Φ + ϒΘ  

where Φ ∈ R3 is intermediate vector, J(ψ) is a transpose matrix from 
inertial reference frame to body frame, K = diag(5,5, 5) is a diagonal 
matrix, Θ ∈ R3×3ϖ ∈ R3 is the zero-mean Gaussian white noises, ϒ =

diag(0.05,0.005,0.005) is a diagonal matrix Υ = diag(0.005, 0.005,
0.005). 

To examine the robustness of the RL-based SMC controller, the hy-
drodynamic damping coefficient and inertia mass coefficient of USV are 
reduced by 20% in following simulation. 

4.2. Formation performance 

The close formation consists of three vehicles, i.e. leader i-1, follower 
1 and follower 2. Among them, reference trajectory of vehicle i-1 can be 
obtained from the following equations 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋi− 1 = ui− 1 cos ψi− 1 − vi− 1 cos φi− 1 sin ψi− 1

ẏi− 1 = ui− 1 sin ψi− 1 + vi− 1 cos φi− 1 cos ψi− 1

ψ̇ i− 1 = ri− 1 cos φi− 1

φ̇i− 1 = pi− 1

v̇i− 1 = −
m11i− 1

m22i− 1
ui− 1ri− 1 −

d22i− 1

m22i− 1
vi− 1  

where the yaw angle rate ri− 1 of vehicle i-1 satisfies that ri− 1(t) = 2 0/s 
when 20s ≤ t ≤ 100 and ri− 1(t) = 0 0/s otherwise. 

The desired formation distance and angle are taken as: ρd = 10 m, 
λi,des = 900. Initial states of the leader vehicle i-1, follower 1 and fol-
lower 2 are given as 

[xi− 1, yi− 1,ψi− 1,φi− 1] =
[
− 10m, − 20m, 00, 00]T

, [ui− 1, vi− 1, ri− 1, pi− 1]

=
[
2m
/

s, 0m
/

s, 0 0/s, 0 0/s
]T
,

[x1, y1,ψ1,φ1] =
[
− 16m, − 7.5m, − 2.80, 50]T

, [x2, y2,ψ2,φ2]

=
[
− 16m, − 32.5m, 50, − 30]T

,

[u1, v1, r1, p1] = [u2, v2, r2, p2] =
[
1.5m

/
s, 0m

/
s, 0 0/s, 0 0/s

]T
.

In order to guarantee the prescribed performance, function (26) is 
utilized and some boundary parameters are shown in Table 2. To satisfy 
the state constraints in (42), the continuous time-varying functions are 
chosen as kue (t) = kve (t) = 2e− 0.5t + 0.2, kre (t) = kpe (t) = 0.5e− 0.5t + 0.1. 
In addition, NN architecture consists of 17 nodes with width 2. The 
ranges of input variable on the surge velocity, sway velocity, yaw 

Fig. 16. Velocities of the leader and follower vehicles.  
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angular rate and roll angular rate are [ − 5 m /s, 5 m /s], [ − 3 m /s,
3 m /s], [ − 5 0 /s, 5 0 /s], [ − 2 0 /s, 20 /s], respectively. Moreover, the 
control parameters are shown in Table 3. 

Fig. 5 displays the formation trajectories of three USVs under lumped 
uncertainties. Based equations (20) and (22), the formation errors eρ =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ex2 + ey2

√
− ρd, eψ , eφ can be obtained. From Fig. 6 (a)-(c), eρ, eψ , eφ 

converge to a small neighborhood around zero, which implies that the 
collision avoidance and rollover constraints will not be violated. 
Meanwhile, formation errors in Fig. 6 converge with time without 
overshoot, which conforms to remark 4. As can be seen in Fig. 7 (a)-(d), 
the velocity errors rapidly converge and meet time-varying state con-
straints kue (t), kve (t), kre (t), kpe (t). The trajectories of the commanded 
control input τc

ki, saturated input sat(τc
ki) and smooth input f(τc

ki) are 
shown in Fig. 8 (a)-(b). It shows that the sharp point of saturation 
function at 

⃒
⃒τc

ki(t)
⃒
⃒ = τkM can be removed by employing smooth input. In 

Fig. 9, the lumped uncertainties of USVs system can be accurately esti-
mated by the actor-critic NN architecture. From these figures, the results 
show that the problems of actuator faults, input saturation and input 
delay are handled and the state responses are smoother with small os-
cillations. Moreover, the prescribed formation performance together 
with velocity error constraints can be guarantee in finite-time. 

4.3. Comparison results 

From Fig. 10 (a)-(c), the formation tracking results show that the 
predefined transient and steady-state performances are guaranteed 
under lumped uncertainties. Compared with SMC (Zhao et al., 2019b) 
and AFC (Dai et al., 2020), the smaller and smoother formation error can 
be obtained in a finite-time by the proposed SMC with RL, and initial 
overshoot can be effectively avoided. Additionally, in order to validate 
the excellent performance of the proposed scheme with RL algorithm, 
we present a comparison between adaptive NN-based SMC strategy 
(Wang et al., 2020a) and the proposed actor-critic NN-based SMC 
scheme. The same control parameters and external disturbances are 
selected for the SMC with adaptive NN strategy. The results show that 
the adaptive NN-based strategy is easy to induce the loss of formation 
accuracy resulting from the reduced switching gain in Fig. 11. In 
contrast to the adaptive NN strategy, the trade-off problem among the 
chattering inherent in SMC, the faster adaptive rate, and the 
high-accuracy formation performance has been solved effectively by 
utilizing the proposed actor-critic NN scheme. To further compare the 
control performance in SMC, AFC, SMC with adaptive NN and the pro-
posed SMC with RL, the root-mean-square (RMS) values of steady-state 
formation errors (from 30s to 100s) are given in Table 4. 

5. Experimental results 

In this section, the experimental of the proposed control scheme is 
given to test the correctness of the simulation results and the effective-
ness of the proposed control algorithm. After briefly introducing the 
hardware experimental platform, the experimental results of the close 
formation are given. 

5.1. Experimental platform 

The USVs are designed for close formation tasks, as shown in Fig. 12. 
It is composed of the hull, onboard sensor module, motion control 
module, communication module, propeller, remote monitoring system. 
The detailed description of the platform is as follows:  

● Hull: The hull is made of carbon fiber and it provides space for the 
onboard sensors, motion control equipments, communication in-
struments and propellers.  

● Onboard sensor module: The onboard sensors include compass/GPS 
receiver, laser rader and CCD camera. The compass/GPS receiver 

provides the position and attitude of USV. Laser rader is used to 
detect and obtain information about obstacles. CCD camera is based 
on color and scale information to assist laser radar for obstacle 
detection.  

● Motion control module: The industrial control computer is applied to 
generate the PWM signal to control the propeller rate according to 
the marine tasks.  

● Communication module: Wireless AP station is used for data 
transmission.  

● Propeller: USV adopts double ducted propeller, and the yaw moment 
of USV is controlled by the differential action.  

● Remote monitoring system: It is the terminal of human-computer 
interaction. Using the remote monitoring system, users can 
monitor the navigation status of USVs, send commands to USVs and 
receive the position and attitude data from USVs. 

5.2. Formation control 

In this section, two USVs are given to achieve the close formation, 
and one is the leader vehicle and the other is the follower vehicle. The 
trajectory of formation is consistent with Sec. 4.2, which is composed of 
straight-line and arc. The desired formation range and angle are taken 
as: ρd = 9 m, λi,des = 630. The desired velocity of leader is 4 m/s. Initial 
states of the leader i-1 and follower 1 are given as 

[xi− 1,yi− 1,ψi− 1]=
[
230m,43m,1800]T

, [ui− 1,vi− 1,ri− 1]=
[
2.5m

/
s,0m

/
s,00/s

]T
,

[x1, y1,ψ1] =
[
212m, 45.8m, 1500]T

, [u1, v1, r1] =
[
4.1m

/
s, 0m

/
s, 0 0/s

]T
.

The close formation results are shown in Fig. 13 (a)–(d). In Fig. 13 
(a), USVs receive the formation commands, then the propellers start to 
work, and the attitudes of USVs are adjusted. In Fig. 13 (b)–(c), the 
leader and follower vehicles adjust the formation range and angle to the 
target values to form formation. In Fig. 13 (d), the desired close for-
mation is maintained. In addition, Fig. 14 to Fig. 16 show the trajectory, 
errors results of formation and velocity, respectively. 

Before 50s, USVs were the straight-line formation, and then trans-
formed into the arc formation. Based on Figs. 14 and 15 (a)-(b), the 
formation gradually stabilized after 30s, and the formation range and 
angle error converged within 0.5 m and 10◦ respectively. After 50s, the 
formation angle error expands. This is because the leader USV tracks the 
arc trajectory, and then the follower USV receives the update heading 
data form leader, so as to change the heading and achieve the arc for-
mation. Due to the time-delay of communication, propeller and hull of 
USVs, the formation angle error lasts about 10s. Fig. 16 shows the ve-
locities of formation. To sum up, the above experimental results have a 
good effect in close formation control, which verifies the simulation 
results in Sec. 4 and the effectiveness for the proposed control algorithm. 

6. Conclusions 

The finite-time formation control architecture with prescribed per-
formance and state constraints is introduced for a team of USVs to 
achieve the leader-follower close formation. A SMC strategy with actor- 
critic NN is applied to deal with the lumped uncertainties, input satu-
ration and input delay. Then, an exponential boundary function with the 
terminal time is developed to suppress overshoot more reasonably. Be-
sides, the trade-off between the chattering and adaptive rate has been 
handled by switching mechanism. Meanwhile, the RL-based compen-
sation term is constructed to handle the formation accuracy problem 
caused by the reduced switching gain. Numerical simulations and 
experimental results show the superiority of the developed control 
method in formation control. Future work is to extend the developed 
controller to time-delay systems with unknown control coefficients, and 
improve the controller to realize the scaling, splitting and merging of 
formation. 
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